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PLANNING FOR THE FUTURE OF CYBER 
ATTACK ATTRIBUTION 

THURSDAY, JULY 15, 2010

HOUSE OF REPRESENTATIVES, 
SUBCOMMITTEE ON TECHNOLOGY AND INNOVATION, 

COMMITTEE ON SCIENCE AND TECHNOLOGY, 
Washington, DC.

The Subcommittee met, pursuant to call, at 10:04 a.m., in Room 
2318 of the Rayburn House Office Building, Hon. David Wu [Chair-
man of the Subcommittee] presiding.
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HEARING CHARTER 

COMMITTEE ON SCIENCE AND TECHNOLOGY
SUBCOMMITTEE ON TECHNOLOGY AND INNOVATION

U.S. HOUSE OF REPRESENTATIVES 

Planning for the Future of
Cyber Attack Attribution 

THURSDAY, JULY 15, 2010
10:00 A.M.–12:00 P.M.

2318 RAYBURN HOUSE OFFICE BUILDING

I. Purpose 
On Thursday, July 15, 2010, the Subcommittee on Technology and Innovation will 

hold a hearing to discuss attribution in cyber attacks, and how attribution tech-
nologies have the potential to affect the anonymity and privacy of internet users.

II. Witnesses

Dr. David Wheeler is a Research Staff Member of the Information Technology 
and Systems Division at the Institute for Defense Analyses.

Mr. Robert Knake is an International Affairs Fellow at the Council on Foreign 
Relations.

Mr. Ed Giorgio is the President and Co-Founder of Ponte Technologies.
Mr. Marc Rotenberg is the President of the Electronic Privacy Information Cen-

ter.

III. Background

Cyber Attacks 
Statistics clearly show that cyber attacks are common and costly. Following a re-

cent survey of more than 2000 companies worldwide, Symantec reported that 42 
percent rated cyber risk as their top concern, beating out other risks such as natural 
disasters, terrorism, and traditional crime. Symantec also reported that 75 percent 
of companies reported cyber attacks in the past twelve months and that 92 percent 
had seen significant monetary costs, averaging $2 million per year per company, as 
a result of those attacks.1 

A 2004 Congressional Research Service report stated that ‘‘the stock price impact 
of cyber-attacks show that identified target firms suffer losses of 1%–5% in the days 
after an attack. For the average New York Stock Exchange corporation, price drops 
of these magnitudes translate into shareholder losses of between $50 million and 
$200 million’’.2 According to a Market Wire article published in 2007, the economic 
impact from one comprehensive cyber attack on critical infrastructure could exceed 
$700 billion.3 

Role of Attribution Technology 
Being able to identify an attacker can be a strong deterrent against attack. Dur-

ing the Cold War, the Soviet Union and the United States remained in a nuclear 
standoff because either country would have been able to identify its attacker and 
stage a counter attack. In contrast, if a person, company, or government is attacked 
in cyberspace, it is often arduous—if not impossible—to determine the perpetrator 
of the attack. 
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4 David A. Wheeler and Gregory N. Larsen, Techniques for Cyber Attack Attribution (Institute 
for Defense Analysis, IDA Paper P–3792. October 2003), p.1

Attribution technologies can be a useful tool in identifying and locating the assail-
ant in a cyber attack. In terms of cyber attacks, attribution can be defined as ‘‘deter-
mining the identity or location of an attacker or an attacker’s intermediary’’.4 The 
attacker’s identity can include a person’s name, account information, or an alias. 
The location may include a geographical location or a virtual location, such as an 
IP address or Ethernet address. 

In some cases, attribution technology may simply trace an attack back to an inter-
mediary through which the attacker worked. For example, an attack can be trans-
mitted via a fleet of ‘zombies’, or computers that can both delay and increase the 
severity of the attack. A sophisticated attacker may even be able to hide his or her 
identity so well that those looking for the attacker might falsely attribute the attack 
to an unrelated party. This can be done by an attacker who intentionally creates 
a false trail by sending incorrect data through any attribution process. To be effec-
tive and useful, new attribution technologies will need to have the ability to counter 
these, and future, methods of contravention. 

The December 2009 attack on Google email accounts belonging to Chinese human 
rights activists in the United States, Europe, and China demonstrates the need for 
improvements in attribution technologies. Because the attacks showed a new level 
of sophistication, attributing their source has been a particularly difficult process. 
While the U.S. has been successful in tracing the attacks to two technical schools, 
it is still not known who was specifically behind these attacks. 

In addition to helping to gain information about an isolated attack on a specific 
machine or network, successful attribution technologies can also be used to increase 
the security of the internet for people accessing personal information online—log-
ging into a personal bank account, for example. If an online account required a rec-
ognizable IP range in addition to a pin code to retrieve account information, the 
ability of a hacker to access the account would be limited.

Anonymity and Privacy 
Complete attribution may have negative ramifications for internet anonymity and 

privacy. For example, dissidents in countries where the government censures 
websites with firewalls may bypass or attack those firewalls to access prohibited in-
formation. If the government had attribution technology that allowed it to com-
pletely attribute the attack to its firewall, the government might use the informa-
tion gained through attribution to punish dissidents for accessing the information. 
There is also the potential for attribution technologies to be used by a government, 
a company, or individual to identify the source of a posting or comment on the inter-
net that is intended to be anonymous.

IV. Issues and Concerns 
As more and more of the Nation’s infrastructure becomes dependent on the inter-

net, the potential impact of a successful cyber attack against the United States in-
creases. Many of the tools we rely upon in our daily lives (traffic lights, restocking 
food supplies, millions of office jobs, etc.) have the potential to be rendered non-func-
tional through a cyber attack. While attribution technologies may play an important 
role in limiting the effects of such crippling attacks, there may need to be clearly 
defined limits on when such technologies should be used. For example, proactively 
tracing interactions within a system may help determine where an attack originated 
after one occurs, but tracing every interaction is impractical and quite likely uncon-
stitutional. It may be appropriate, therefore, to limit the use of attribution tech-
nology in most cases to post-attack. 

A second area of interest is who is, or should be, responsible for the development, 
coordination, and implementation of attribution technologies. Even if some critical 
infrastructure is privately owned, the government arguably has a responsibility to 
its citizens to ensure that the infrastructure is protected. Given the interest in en-
suring that government resources are utilized efficiently, there may be a need to 
strengthen coordination and collaboration between government and industry on the 
development of new attribution technologies in order to avoid redundancy and lever-
age resources. 

There may also be a need to determine the appropriate role of the government 
in responding to cyber attacks on private companies and individuals. In general, if 
a company or individual is physically attacked by an outside government, a com-
pany, or an individual, it is quite likely that the government would step in and de-
fend the attacked company or individual. If a company or individual is the victim 
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of a cyber attack, it is currently unclear what the government’s role is, or should 
be, in responding to the attack. 

Finally, the implications of attribution technologies for the anonymity and privacy 
of internet users should be considered. It may be necessary to consider ways to limit 
the use of attribution technologies to identifying the source of cyber attacks and in 
ways that do not suppress the freedom of speech or otherwise implicate the anonym-
ity and privacy of people using the internet for legitimate purposes. There may also 
be a need to determine who (government or industry or both) should maintain re-
sponsibility for ensuring that attribution technologies are used consistent with any 
identified limits.

V. Overarching Questions 
The following questions were asked of each witness:

• As has been stated by many experts, deterrence is a productive way to pre-
vent physical attacks. How can attack attribution play a role in deterring 
cyber attacks?

• What are the proper roles of both the government and private industry in de-
veloping and improving attack attribution capabilities? What R&D is needed 
to address capability gaps in attack attribution and who should be responsible 
for completing that R&D?

• What are the distinguishing factors between anonymity and privacy? How 
should we account for both in the development and use of attribution tech-
nologies?

• Is there a need for standards in the development and implementation of at-
tack attribution technologies? Is there a specific need for privacy standards 
and if so, what should be the government’s role in the development of these 
standards?
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Chairman WU. The hearing will come to order. 
Good morning, and thank you very much for being at this cyber 

attribution hearing. 
This cybersecurity hearing is one in a series that this Sub-

committee has held on ways that we can protect our Nation’s crit-
ical cyber infrastructure. Over the last two years, we have held 
hearings on cybersecurity activities at the National Institute of 
Standards and Technology and the Department of Homeland Secu-
rity, as well as on the Administration’s Cyberspace Policy Review. 
Just two weeks ago, we had an important hearing on the Smart 
Grid, and spent a great deal of time talking about the necessity of 
developing strong cybersecurity standards for our national energy 
infrastructure. 

We are well aware of the critical role that IT [Information Tech-
nology] networks play in managing much of our day-to-day activity 
from online banking to systems that make sure there is food on our 
grocery shelves. This growing reliance on networks has made us 
more vulnerable to cyber attacks and has increased the potential 
for such attacks to have far-reaching and crippling effects. Now 
more than ever, we need to be focused on the development of tools 
and technologies to prevent, detect, and respond to cyber attacks. 

History shows that one of the best deterrents to an attack is the 
ability to identify your attacker. The question is whether such de-
terrence methods are still relevant today. During the Cold War, the 
United States and the Soviet Union, each with quite expansive of-
fensive capabilities, were held in check by the notion that an attack 
would result in retaliation. This was achieved because each country 
would have been able to precisely identify its attacker. This method 
of deterrence, the ability to attribute an attack to a particular per-
son, party or system, can be equally vital to defending against 
cyber attack. While they are not the end-all solution to our 
cybersecurity challenges, the development of effective and reliable 
attribution technologies should be an essential part of our efforts 
to secure the Nation’s cyberspace. 

Given that the Internet is intended to be open and anonymous, 
the attribution of cyber attacks can be very, very difficult to 
achieve and should not be taken lightly. As co-chair of the Global 
Internet Freedom Caucus in the House, I am personally very con-
cerned about the potential implications to privacy, anonymity and 
Internet freedom posed by attribution technologies. As a result, I 
believe that it is absolutely imperative that we define and imple-
ment clear restrictions on how attribution technologies are devel-
oped and used to ensure that they are not misused. 

I look forward to today’s discussion on attribution technologies 
and how they may help deter cyber attacks. I am interested in dis-
cussing the proper roles of the Federal Government and private in-
dustry in the development of these technologies, and the research 
and development that is needed to fill capability gaps. I am sure—
and I am particularly eager to discuss ways to ensure that attribu-
tion technologies are not used to infringe upon the safety, privacy 
or individual liberties of Internet users. 

I would like to thank the witnesses for appearing before us 
today, and I look forward to our discussion. 



7

Now I recognize Mr. Hall, the Ranking Member of the Full Com-
mittee, for his opening statement. 

[The prepared statement of Chairman Wu follows:]

PREPARED STATEMENT OF CHAIRMAN DAVID WU 

Good morning and thank you for coming to today’s hearing focused on interoper-
ability in public safety communication equipment. 

We’ve learned an important lesson from September 11th, Hurricane Katrina, and 
other disasters: interoperable communication is critical to effective emergency re-
sponse. When time is of the essence and lives are at stake, a clear flow of informa-
tion is essential. Unfortunately, it is not uncommon for police officers and fire-
fighters from a single region, or even a single city, to be using incompatible commu-
nication systems. This lack of interoperability has contributed to the deaths of first 
responders and hindered the ability to rescue people in harm’s way. 

Enabling interoperable communication systems, where public safety personnel can 
talk with each other in real-time, takes planning and cooperation by all levels of 
government. However, interoperability also demands radios that are capable of com-
municating with one another. First responders on digital land mobile radio systems 
built to proprietary specifications cannot communicate. Ad-hoc solutions, like 
patching technologies or sharing radios, are less efficient than the seamless inter-
operability offered by systems based on open architecture. 

The purpose of today’s hearing is to examine the status of the standards develop-
ment process for this open architecture. Since 1989, the public safety community 
and industry have been working together on Project-25, or P25, a suite of standards 
that will not only enable interoperability, but also promote competition in the mar-
ketplace for digital land mobile radio systems and provide other benefits. While 
there has been a lot of progress on the P25 standards since 1989, the entire set of 
standards remains incomplete. I would like to understand the implications of this 
for public safety agencies procuring systems sold as ‘‘P25 compliant’’ and get a bet-
ter sense of when we realistically can expect all of the standards to be completed. 

A second issue that we will discuss today is the lack of a formal compliance as-
sessment process for the P25 standards. A compliance assessment process signals 
to the purchaser that a product meets all of the requirements of a standard. Any 
laptop with a Wi-Fi logo, or any toaster with an Underwriter’s Laboratory sticker, 
had to go through testing and certification to be able to display those marks. P25 
does not have an equivalent process. The Department of Homeland Security’s Com-
pliance Assessment Program fills this gap, but we must be sure it provides the high-
est possible level of assurance to the public safety community that systems sold as 
P25-complaint actually meet all of the requirements of the standards. It seems to 
me that there ought to be a formal, comprehensive system in place to ensure that 
it is not caveat emptor when first responders spend millions of dollars on complex 
communications technology. 

The most important question for the first responders who rely on this equipment 
is ‘‘does it work?’’ In addition to being mission-critical technology, these systems rep-
resent major expenditures for government agencies across the country. Particularly 
at a time of uncertain and dwindling budgets, cost-effective procurement enabled by 
an open-architecture is essential. 

I’d like to thank our witnesses for being here today. Project 25 is unique in the 
world of standards development in that the users of the technology—in this case, 
our public safety officials—are integral to, and directly involved in, the standards 
development process. It is important that this process move forward, and that the 
public safety community and industry continue to work together to make further ad-
vances in first responder technology.

Mr. HALL. Thank you, Mr. Chairman, and since you have made 
an excellent opening statement and covered almost everything, I 
can be brief, and I am filling in for the Ranking Member, Mr. 
Smith, and I thank you for calling the hearing on cyber attack at-
tribution technologies. I also want to thank our very distinguished 
panel. We rely on you to tell us what the facts are, and from that 
we glean legislation, and don’t be disturbed by the empty chairs 
here because they will all receive copies of your testimony, and 
many have received copies ahead of time. I have scanned through 
your testimony. I want to thank the panel for being here and ask 
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you to remember that we are not technical experts, so keep it as 
simple as you possibly can. I have read some of your testimony and 
understood a lot of it. Ranking Smith is going to be here shortly. 
In the event it takes him longer than expected, I ask unanimous 
consent that his statement be made a part of the record, Mr. Chair-
man. 

Otherwise I will yield the remainder of my time to him when he 
arrives. Thank you, sir. 

[The prepared statement of Mr. Smith follows:]

PREPARED STATEMENT OF REPRESENTATIVE ADRIAN SMITH 

Thank you, Chairman Wu, for calling today’s hearing on cyber attack attribution. 
Once again this subcommittee will have the opportunity to hear from an out-
standing panel of expert witnesses, and I thank them for taking the time to be with 
us today. 

With the integration of computing technology into nearly every aspect of our pro-
fessional and private lives—from growing our food to managing our electrical grid 
to tracking every financial transaction no matter how small—the threat of a cata-
strophic attack on the networks which manage every sector of our economic and se-
curity infrastructure has also grown exponentially. 

As we search for effective ways to prevent such an attack, one widely discussed 
means is deterrence through attribution—ensuring would-be attackers know any ac-
tivities would be traced back to them with reciprocal action in return. 

The work of tracing such attacks, particularly in the United States where the pre-
sumption of innocence is sacrosanct and where privacy for the innocent is respected, 
this is easier said than done. This raises a number of questions I hope we can ad-
dress in today’s hearing:

- What are the best methods for tracing attacks?
- What harriers exist, aside from technological ones, to tracing attacks inside 

and outside our borders?
- If we can trace attacks, what is an effective deterrent to prevent them?
- And if we can answer the first three questions effectively, what is the role 

for standards-setting bodies in assisting government and the private sector in 
reaching those conclusions?

I hope we can also consider the consequences of traceability on the overwhelming 
majority who use computer systems lawfully and whose privacy we should respect. 

Before we move on to hearing from our witness, I would like to briefly note it is 
my understanding a follow-up hearing in which we hear from NIST, National 
Science Foundation, and other applicable Federal agencies is under consideration, 
and I would like to offer my support for holding such a hearing. 

Thank you again, Chairman Wu and witnesses. I expect we will learn a lot today, 
and I yield back the balance of my time.

Chairman WU. Thank you very much, Mr. Hall. 
If there are Members who wish to submit opening statements, 

your statements will be added to the record at this point. And I 
also want to recognize the Chairman of the Full Committee, who 
is in attendance, and Chairman Gordon—very good. Thank you. 

Now it is my pleasure to introduce our witnesses. Dr. David A. 
Wheeler is a Research Staff Member of the Information Technology 
and Systems Division at the Institute for Defense Analyses. Mr. 
Robert Knake is International Affairs Fellow at the Council on For-
eign Relations. Mr. Ed Giorgio is the President and Co-Founder of 
Ponte Technologies. He also has over 30 years of security experi-
ence at the National Security Agency, or NSA, and is a leading au-
thority on security and cryptography, and I want to recognize that 
Mr. Giorgio is also wearing a Distinguished Service Medal awarded 
by the NSA. And our final witness is Mr. Marc Rotenberg, who is 
the President of the Electronic Privacy Information Center, or 
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EPIC, and at our prior hearing on grid security, one of your vice 
presidents provided very, very interesting, elucidating comments. 

You will each have five minutes for your spoken testimony, and 
your written testimony will be included in the record of this hear-
ing. When you all complete your testimony, we will begin with 
questions, and each Member will have five minutes to question the 
witnesses. 

Dr. Wheeler, please proceed. 

STATEMENT OF DAVID A. WHEELER, RESEARCH STAFF MEM-
BER, INFORMATION TECHNOLOGY AND SYSTEMS DIVISION, 
INSTITUTE FOR DEFENSE ANALYSES 

Dr. WHEELER. Mr. Chairman, distinguished Members of the 
House Subcommittee on Technology and Innovation and the Com-
mittee on Science and Technology, I am delighted to speak with 
you today. As noted, my name is Dr. David A. Wheeler. I work at 
the Institute for Defense Analyses, also known as IDA. IDA is, and 
I quote, ‘‘a nonprofit corporation that operates three federally fund-
ed research and development centers,’’ or FFRDCs. These FFRDCs 
provide objective analyses of national security issues, particularly 
those requiring scientific and technical expertise, and they conduct 
related research on other national challenges. 

In 2002 and 2003, I developed a survey of cyber attack attribu-
tion technologies on behalf of the Department of Defense, DoD. 
This survey has been provided to this Subcommittee and is also 
available to the public from the Defense Technical Information 
Center as IDA paper P–3792, Techniques on Cyber Attribution. At-
tribution in this context is determining the identity or location of 
an attacker or an attacker’s intermediary. Since writing that paper, 
I have worked on improving the security and assurance of systems, 
lowering supply chain risks, improving open standards and elimi-
nating barriers to the use and development of open source soft-
ware. 

It is good that this Subcommittee is examining the relationship 
between attribution, privacy and anonymity. As I noted in my 
paper, we should be concerned if attribution technologies developed 
in democracies are acquired and redeployed by governments with 
abusive human rights records to suppress freedom of speech and 
democracy movements. 

Apart from any concern of abuse by foreign governments, the use 
of these techniques by our government requires consideration of 
the Fourth Amendment’s guarantee that people must be secure 
against unreasonable searches and seizures. Section 3.13 of my 
paper specifically discusses the need to protect privacy and freedom 
of speech. With that as context, I will address the overarching 
questions in this hearing’s charter. 

The first question asked about the role of attack attribution in 
deterring cyber attacks. It noted that deterrence is a productive 
way to prevent physical attacks. In a similar way, cyber attack at-
tribution can play an important role in deterring cyber attacks by 
enabling many deterrence measures. While there is great need to 
harden U.S. infrastructure from cyber attacks, passive computer 
network defenses cannot be and never will be perfect. This means 
that in some cases we may need to be able to respond to an attack. 
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Unfortunately, many other countermeasures such as computer net-
work counterattack, legal action and kinetic energy counterattack 
can only be deployed if the source of the attack can be attributed 
with high confidence. 

The second question asked what roles that government and pri-
vate industry should play. As of 2003, there was little evidence that 
the commercial sector was willing to shoulder the costs to develop 
attribution capabilities. Most commercial companies appear to view 
identifying attackers as a law enforcement or military task, not a 
commercial one. If the government wants the ability to attribute 
attacks, in many cases the government may need to pay for it di-
rectly. One approach is to fund development and deployment of 
these abilities for widely used applications both proprietary and 
open source software. More than one product in each category 
should be funded, so that the government is not locked into a sin-
gle supplier. 

The third question asked for the distinguishing factors between 
anonymity and privacy and how to account for both in the develop-
ment and use of attribution technologies. As I noted in my paper, 
if the United States is to develop attribution technology, it should 
encourage the development or implementation of those attribution 
technologies that pose less danger to privacy. For example, logging 
systems could store message hashes, also known as message finger-
prints, instead of the messages themselves. Since the data isn’t 
stored, hashing only supports attribution of data the requester has 
already seen. A key part of implementing attribution technologies 
with few risks to privacy and anonymity is to ensure that any 
standards development related to attribution should include efforts 
to address these privacy and anonymity concerns. 

This brings me to the issue of standards, the focus of the fourth 
question. Standards are critically necessary for some attribution 
technologies, and the standards development process should work 
to address these privacy and anonymity concerns through public 
development and review. Such standards should be open standards 
to permit competition; in particular, they should be publicly defined 
and held and shouldn’t be patent-encumbered. This suggests that 
the U.S. government should be involved in the development of such 
standards to ensure that its needs and concerns are met, just as 
the government is already involved in the development of stand-
ards where there are specific government needs and concerns. 

I will be happy to address your questions. 
[The prepared statement of Dr. Wheeler follows:]

PREPARED STATEMENT OF DAVID A. WHEELER 

It is an honor to provide testimony to you. Please consider the attached paper, 
‘‘Techniques for Cyber Attack Attribution’’ (IDA Paper P–3792) as my written testi-
mony. This paper discusses techniques for cyber attack attribution, including notes 
about the relationship of attribution to privacy.
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BIOGRAPHY FOR DAVID A. WHEELER 

Dr. David A. Wheeler has been in the computing field since 1980, 
and is an expert on computer security, open source software, open 
standards, and software development approaches. He has worked 
at the Institute for Defense Analyses (IDA) since 1987. 

As part of his work in computer security, Dr. Wheeler led the de-
velopment of ‘‘Key Practices’’ guidance to perform supply chain risk 
management in the U.S. Department of Defense. He is co-author 
of the DoD/NDIA document ‘‘Engineering for System Assurance.’’ 
He has written a book (‘‘Secure Programming for Linux and Unix 
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HOWTO’’), written various articles (including the ‘‘Secure Pro-
grammer’’ series), and given many presentations on how to develop 
secure software. His Ph.D. dissertation, ‘‘Fully Countering Trusting 
Trust Through Diverse Double-Compiling,’’ proves and dem-
onstrates that the ‘‘Diverse Double-Compiling’’ (DDC) process (a 
process he named) counters the ‘‘trusting trust’’ attack. The trust-
ing trust attack is a computer attack that previously had no effec-
tive countermeasure. He is also the author of an IDA report sur-
veying how to attribute cyber attackers, ‘‘Techniques for Cyber At-
tack Attribution.’’

Dr. Wheeler lectures worldwide as an invited expert on open 
source software and/or security, including in Belgium, Brazil, Saudi 
Arabia, and numerous times in the U.S. As part of his work in 
open source software, he helped develop the official DoD memo 
‘‘Clarifying Guidance Regarding Open Source Software (OSS)’’ and 
was the primary author of the supporting document ‘‘DoD Open 
Source Software (OSS) FAQ.’’

Dr. Wheeler has been involved in many efforts related to open 
standards. He represented the Missile Defense Agency (MDA) in 
the development of the DoD Information Technology Standards 
Registry (DISR), formerly named the Joint Technical Architecture 
(JTA). He also initiated and led development of OpenFormula, an 
open standard for the interchange of spreadsheet formulas which 
is planned to be part of the OpenDocument standard (ISO/IEC 
26300). 

Dr. Wheeler has long been involved in efforts to improve software 
development approaches and technology. For example, he led the 
evaluation of software development processes and software develop-
ment environments across missile defense programs. He is the lead 
editor and co-author of the IEEE Computer Society Press book 
‘‘Software Inspection: An Industry Best Practice’’ and is the sole 
author of Springer-Verlag’s book ‘‘Ada 95: The Lovelace Tutorial.’’ 
His more recent work has focused on how to change software devel-
opment practices to improve the security and assurance of the re-
sulting software.

Chairman WU. Thank you very much, Dr. Wheeler. 
Mr. Knake, please proceed. 

STATEMENT OF ROBERT KNAKE, INTERNATIONAL AFFAIRS 
FELLOW, COUNCIL ON FOREIGN RELATIONS 

Mr. KNAKE. Thank you, Chairman Wu and distinguished Mem-
bers of the House Subcommittee on Technology and Innovation for 
the opportunity to discuss the role of attack attribution in pre-
venting cyber attacks. My name is Rob Knake. I am an inter-
national affairs fellow at the Council on Foreign Relations where 
I have spent the last year studying state conflict in cyberspace, so 
I will focus my comments on the attribution problem at that level 
first. 

It is my view that the problem of attribution has been largely 
overstated. For the high-end threats that my work is focused on, 
attribution will almost certainly be possible due to the limited 
number of actors that possess the capability to present a national 
security challenge in cyberspace. While we have all heard tales of 
teenagers with laptops sending viruses across the Internet, these 
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sorts of threats do not amount to a national security concern and 
cannot cause the type of havoc that many envision a cyber attack 
can. Estimates vary, but analysts who have studied the capabilities 
of both foreign governments and private groups have concluded 
that no more than 100 groups and possibly as few as four foreign 
militaries possess the capability to cause real-world harm through 
cyber attacks. Moreover, such an attack would take significant in-
vestments of both time and money and teams of highly skilled spe-
cialists. While technical attribution may only provide limited evi-
dence of who was behind the attack, traditional intelligence and 
law enforcement investigation can make up the difference. I have 
no doubt that in the event of a so-called cyber Pearl Harbor, cyber 
9/11 or cyber Katrina, that we will be able to amass enough evi-
dence for the President to take action. 

For lower-level threats, everything from nuisance behavior like 
spam to cyber criminal activity, many in the cybersecurity commu-
nity have viewed the development of ironclad attribution in real 
time as the Holy Grail. In one widely discussed scenario, all pack-
ets could be labeled with a unique identifier that would tie it to an 
individual, a so-called license plate for the Internet. It is my view 
that such a concept would be far more useful for authoritarian re-
gimes to monitor and control Internet use by their citizens than it 
would be in combating cyber warfare, crime and nuisance behavior. 
Criminals would find ways around this tracking mechanism while 
average users would experience a near-total loss of privacy. More-
over, such attribution would in no way force noncooperative re-
gimes to cooperate in investigating cyber crimes. 

As the title of my written testimony suggests, instead of focusing 
on attribution, we need to move to accountability in cyberspace. 
Noncooperation in investigating international cyber attacks should 
be taken as a sign of culpability. States must be held responsible 
for securing their national cyberspace and should have an obliga-
tion to assist when their citizens or systems within their county are 
involved in a cyber attack. 

Chinese government officials will often protest and lay the blame 
their country receives in the western press for cyber espionage 
against both government and corporate attacks by suggesting that 
the systems the attacks are traced to are simply compromised prox-
ies that have been used to mask the identity of the real attackers. 
They will also suggest that systems in their country are used just 
disproportionately in these attacks because of the poor state of 
cybersecurity due to the widespread use of pirated software and 
low installation rates for even the most basic software security. 
This scenario may very well be plausible but even if true, I would 
argue that it is no longer an acceptable excuse. We need to move 
to a situation in which countries not only assist in investigating 
but also have mechanisms in place to shut down systems that are 
controlling attacks or participating in botnets. Failure to assist 
should be treated as complicity. 

Let me conclude with a comment on the issue of deterrence. 
Much ink has been spilled trying to make the Cold War construct 
of deterrence applicable in cyberspace but I believe the results of 
these efforts are unpersuasive. Deterrence during the Cold War 
was predicated on mutual assured destruction. While better attri-
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bution can let us know who is attacking us, most potential adver-
saries do not have as heavy reliance on network technologies in 
their industries, government or militaries. Thus, in order to retali-
ate in any significant way, we would be forced to escalate out of 
the cyber domain and conduct kinetic attacks. That is not a situa-
tion we want to be in, and the threat to do so may be perceived 
as incredible, this limiting its deterrent factor. Instead, we need to 
focus on improving our defenses and making investments to secure 
our portion of cyberspace. 

Thank you very much. 
[The prepared statement of Mr. Knake follows:]

PREPARED STATEMENT OF ROBERT K. KNAKE

Untangling Attribution: Moving to Accountability in Cyberspace 
Chairman Wu, Ranking Member Smith, and distinguished members of the House 

Subcommittee on Technology and Innovation, thank you for the opportunity to dis-
cuss the role of attack attribution in preventing cyber attacks and how attribution 
technologies can affect the anonymity and the privacy of Internet users. In your let-
ter of invitation, you asked me to address the following series of questions:

1. As has been stated by many experts, deterrence is a productive way to pre-
vent physical attacks. How can attack attribution play a role in deterring 
cyber attacks?

2. What are the proper roles of both the government and private industry in 
developing and improving attack attribution capabilities? What R&D is need-
ed to address capability gaps in attack attribution and who should be respon-
sible for completing that R&D?

3. What are the distinguishing factors between anonymity and privacy? How 
should we account for both in the development and use of attribution tech-
nologies?

4. Is there a need for standards in the development and implementation of at-
tack attribution technologies? Is there a specific need for privacy standards 
and if so, what should be the government’s role in the development of these 
standards?

Attributions Role in Deterring Cyber Attacks 
Let me begin by stating my view that the utility of deterrence in cyber security 

may be limited and that the problem of attribution has been over-stated for the high 
end threats that represent a challenge to our national security. In its classic usage, 
deterrence is the idea of using fear of reprisal in order to dissuade an adversary 
from launching an attack. For deterrence to work, it is critically important that we 
know who has carried out the attack and thus attribution is a central component 
of deterrence strategy. I believe it may be too broad to view deterrence as a produc-
tive way to prevent all kinetic attacks. Deterrence was the central concept in pre-
venting a nuclear exchange between the United States and the Soviet Union during 
the Cold War. It is not, however, a central part of U.S. strategy to prevent terrorist 
attacks and its importance in preventing conventional military attacks is more lim-
ited than in the nuclear case. During the Cold War, deterrence of the use of nuclear 
weapons was created through the establishment of ‘‘Mutually Assured Destruction’’ 
or MAD, in which both the United States and the Soviets understood that any use 
of nuclear weapons would be responded to in kind. The threat of total annihilation 
kept both sides at bay. Radar and other warning systems provided the mechanism 
for attributing any nuclear attack and possession of a second strike capability that 
could provide a nuclear response even after a successful Soviet launch kept the 
threat of retaliation credible. Equally important, however, was symmetry. 

The Soviets as rational actors did not want to see the loss of their cities, industry, 
and regime in a retaliatory nuclear strike. As long as we had the ability to hold 
these assets under threat, a Soviet strike against us would not be to their advan-
tage. Such parity does not exist in cyberspace. Attribution may be a secondary prob-
lem to the lack of symmetry. Many countries that possess sophisticated offensive ca-
pabilities do not have extensive societal reliance on the Internet or networked sys-
tems. If attribution could be achieved, deterrence might not follow because a state 
conducting an attack in cyberspace, may have little to lose through retaliation. The 
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logical solution to this problem is to threaten retaliation through diplomatic or ki-
netic means outside of cyberspace, responses that could range from the imposition 
of sanctions to airstrikes. Thus far, despite the onslaught of attacks in cyberspace, 
no country has chosen to escalate their response outside of cyberspace. Moreover, 
it may be difficult to achieve proportionality in response to a cyber attack through 
other means. Deterrence may simply not be a useful concept to address our current 
state of cyber insecurity. 

If deterrence is to be a central part of our cyber security strategy, I believe it is 
essential that we can answer three questions: First, what degree of certainty in at-
tribution is necessary to take action? Second, what would that action look like? 
Third, how will we make potential adversaries understand the answers to these 
questions prior to an incident so that they will be deterred? To begin, I think it is 
important to breakdown the attribution problem in cyberspace. There are three 
broad categories of attack that have their own distinct attribution problem. The first 
attribution problem, the one on which most attention is focused is the attribution 
problem for attacks carried over the Internet. These attacks are difficult to deter 
because of the underlying architecture of the Internet, the lack of security on many 
hosts, and because the individuals or teams carrying out these attacks can do so 
remotely, from the safe confines of a non-cooperative country. The second attribution 
problem is for cyber attacks that are not carried over the Internet. Potentially, 
many of the most dangerous forms of cyber attacks will be carried out against sys-
tems that are not connected to the internet through other delivery mechanisms in-
cluding attacks using microwave or other radio transmissions, thumb drives, and 
other portable media like CDs and DVDs. For these attacks against well-defended 
military and industrial systems, the attribution problem is similar to the attribution 
problem for kinetic attacks and can be addressed through real world forensics, in-
vestigation, and intelligence. Finally, there is the problem of attribution for the in-
troduction of malicious code in the supply chain for hardware and software. The 
threat to the supply chain may be the area of most concern today, yet the attribu-
tion problem for the insertion of malicious content into software and hardware is 
no different from a traditional investigative challenge to identify the opportunity 
and the motive for inserting malicious content (see Figure 1 for a visual representa-
tion of these challenges).
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Figure 1: The Attribution Problems
With the exception of flooding attacks, all other forms of Internet-based cyber at-

tack require two way communication between the attacking computer and the vic-
tim computer. Sophisticated adversaries will take steps to obfuscate their true loca-
tion and identity through the use of proxy systems, whether they are compromised 
computers or anonymization services or both. Despite these precautions, trace back 
techniques and digital forensics can provide the technical means to allow the 
attackers to be discovered. The barriers to the use of these techniques are more 
legal than technical, due to international boundaries and non-cooperative countries. 
If we breakdown the various threats carried over the Internet, the scope of the attri-
bution problem can be brought into focus and different solutions for managing each 
threat begin to emerge. 

Attacks can be divided into the following categories ordered by the threat they 
pose: cyber warfare, cyber espionage, brute force attacks, crime, and nuisance. For 
each of these, both the attribution problem and the issue of response are different. 
For the highest level threat, that of cyber warfare, the attribution problem is largely 
overstated. As with other Internet based attacks, technical attribution may be dif-
ficult and the forensics work will take time, but at present there are a limited num-
ber of actors that are capable of carrying out such attacks. Moreover, the resources, 
planning, and timeline for such attacks would provide many opportunities to iden-
tify and disrupt such attacks. Estimates vary, but on the low end, many experts be-
lieve that only four countries possess the capability to carry out a catastrophic at-
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tack in cyberspace, the so-called Cyber Pearl Harbor, Cyber 9/11, or Cyber Katrina. 
On the high end, up to 100 state actors and private groups closely affiliated with 
state actors may have the capability. No matter which estimate is accurate, this is 
a fairly small list of suspects that can be narrowed down through technical means, 
as well as out of band methods that include intelligence, analysis of capabilities and 
analysis of intent. If not already a priority, U.S. intelligence agencies should be fo-
cused on identifying actors with high-level capabilities and understanding their in-
tentions. While it has become a truism that hacking tools can be downloaded off the 
Internet and used by an individual with little or no technical skills, these tools do 
not pose the kind of threat that could cause widespread destruction. If the operators 
of critical systems cannot defend against such attacks, they are not taking the 
threat seriously. As the relevant technologies continue to evolve, it is important that 
the difficulty in carrying out significant attacks increases. Our critical industries, 
military and government agencies must continue to raise their defense levels in 
order to keep the ability to cause destruction in the hands of a limited number of 
state actors. 

In the event of a catastrophic cyber attack, attribution to at least some level will 
almost always be possible. The question becomes to what level of certainty must at-
tribution be demonstrated in order for the President to take action? At the lowest 
level, attribution that traces an attack back one hop can provide the foundation for 
further investigations. If that first hop is in a non-cooperative country that is un-
willing to assist in the investigation, that may be enough evidence to hold that coun-
try accountable. As with the 9/11 attacks when the Taliban refused to turn over 
Osama Bin Laden, it may be appropriate under such circumstances to hold a non-
cooperative country accountable, a concept I will return to later in this testimony. 

On the issue of espionage, the capability necessary for network exploitation is 
generally lower than that required for destructive attacks, particularly in the realm 
of economic espionage where private sector companies are targeted. What we lack 
is not so much an ability to attribute attacks, but international norms that keep 
espionage limited. Espionage is generally recognized to be permissible under certain 
circumstances and many scholars will argue that it has a stabilizing effect on the 
international system by reducing paranoia. As has been recently demonstrated by 
the discovery of a Russian spy ring in the United States, engaging in espionage is 
not necessarily considered a hostile act and can be resolved without further esca-
lation. The challenge with cyber espionage is that we lack norms that limit the ex-
tent to which states engage in it. This problem is exacerbated by the fact that cyber 
espionage is not constrained by the costs, consequences and limitations of tradi-
tional espionage. 

By way of example, consider the case of Robert Hanssen, a former FBI agent who 
spied for the Soviets and then the Russian Federation for over two decades. Over 
that period, Hanssen smuggled several hundred pages of classified material to the 
Russians, who paid him several hundred thousand dollars and maintained a net-
work of handlers in order run this operation. Hanssen paid a heavy price for his 
betrayal. Having been sentenced to life in prison, he spends 23 hours a day in soli-
tary confinement at a Supermax Facility and is addressed by the guards only in the 
third person (‘‘the prisoner will exit the cell.’’) The American spies he betrayed in-
side Russia were not so lucky. Most were executed. During the Cold War, spying 
had consequences. Now, according to public media reports, foreign intelligence agen-
cies have exfiltrated several terabytes of information from U.S. government systems. 

Whatever country or countries are behind this espionage campaign, the people 
who are carrying it out are working safely from within the borders of their own 
country at little risk of being discovered or imprisoned. The low cost and low risk 
of cyber espionage is the problem, not the difficulty in attributing the source of the 
activity. If ironclad proof emerged of who was behind an incident of cyber espionage, 
what would the U.S. response be, particularly given the likely intelligence advan-
tages that the United States gains from cyber espionage? It may be time that we 
recognize cyber espionage to be a different phenomenon from traditional espionage, 
one that requires a different set of norms and responses. I doubt, however, that we 
lack sufficient certainty of who is behind these campaigns that we are limited in 
our response simply because we do not know who is carrying them out. 

Brute force attacks, so called distributed denial of service attacks or DDOS at-
tacks, do present a specific technical attribution challenge. During these attacks, 
compromised systems formed into a botnet flood targets with large numbers of pack-
ets that do not require the targeted system to respond. The malware behind these 
attacks will provide false information on the source of the packets, so that the ma-
chines sending the packets cannot be identified. This particular problem is due to 
the trusting nature of the internet protocol which does not provide any security 
mechanism to keep this information from being falsified. To deter DDOS attacks, 
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it may be necessary to strengthen the Internet Protocol so that attacks can be 
traced to the computers that are part of the attacking botnet, and from their to the 
command and control servers and potentially to the botnet master himself. It may 
be equally productive to simply locate compromised computers participating in the 
attack and shut these down. 

For crime, the goal of attribution is to aid in investigation and result in criminal 
prosecution. Attribution is therefore necessary in the first instance to direct where 
an investigation should be targeted and for this first step, attribution needs to rise 
to the level sufficient for ‘probable cause’ to initiate the investigation. This first level 
of attribution may only need to lead to a system, not to an individual and an IP 
address is often times all that is sufficient. In turn, the investigation will need to 
establish attribution to an individual or group of individuals for the purpose of pros-
ecution. For prosecution to be successful, attribution will need to rise to the level 
of guilt beyond a reasonable doubt. In between, there is the potential to pursue 
criminals through civil litigation, in which case the standard for attribution would 
be lower, and guilt would be assigned based upon a preponderance of the evidence. 
The problem is that currently, many countries lack both the legal framework and 
resources to pursue cybercrimes committed by their citizens or that use systems 
within their territory that target victims in another country. Even crimes committed 
by individuals in the United States against individuals in the United States will 
make use of intermediary systems in other countries, particularly those that are not 
likely or able to cooperate with an investigation. What is needed to deal with the 
problem of crime is not better attribution but stronger legal mechanisms for working 
across international borders, the ability to shutdown attacks as they are taking 
place, and more investigative resources. Ultimately, there must be penalties for 
states that do not cooperate in investigations and do not take steps to secure their 
portion of cyberspace. 

For nuisance attacks, attribution is rarely a problem. The problem is that few if 
any investigative resources are assigned to cyber criminal activity that does not 
have a high monetary value associated with it. This is a situation in which the im-
pact of the crimes committed is fairly low but the resources necessary to address 
them are high given the volume of the problem. As an example, look at the problem 
of SPAM. The 2003 CAN–SPAM Act requires spammers to provide accurate header 
information and to provide an opt-out method for recipients so they can choose not 
to receive future methods. Yet nearly a decade later, SPAM is flourishing as 9 out 
of 10 emails are SPAM. For most of these messages, the organization that sent the 
message is identifiable because they are selling a product. What we lack is an en-
forcement method that fits this problem, one that is focused on stopping the nui-
sance behavior rather than prosecuting those who are behind it. Similarly, nuisance 
level network attacks, the type that can be initiated through downloads off the 
Internet, are rarely investigated and prosecuted yet they distract system adminis-
trators and computer response teams from higher level threats. Investigating and 
prosecuting more of this behavior could deter many of the people who engage in it. 

For most of these threats, the challenges are not so much related to attribution 
as they are to resources and international cooperation. Focusing on deterrence may 
simply be the wrong way to think about how to handle these problems. The threats 
are materializing every day, making the abstract theorizing that laid the foundation 
for deterrence in a nuclear confrontation unnecessary. They are also, in every re-
spect, a lower level concern that in no way threatens the existence of the United 
States. Instead we should focus in two areas. We need to reduce the scale of the 
problem by stopping threats as they unfold and by reducing the vulnerabilities that 
the threat actors make use of in their attacks. An investigative and enforcement ap-
proach to all problems is simply not tenable. Instead of trying to trace every inci-
dent back to a human user, we need to develop a legal framework for stopping at-
tacking systems. We must move beyond treating intermediary systems as victims, 
and start viewing them as accomplices. In the United States, such a framework 
could require ISPs to monitor their network for compromised systems that have be-
come parts of botnets and quarantine those systems until the problem is resolved. 
Similarly, we need mechanisms that allow companies or individuals that are under 
attack and have traced the attack to a system or systems to request for those sys-
tems to be shutdown. This process needs to take place quickly and mechanisms 
must be developed to authenticate such requests across international borders. Such 
a framework, if developed in the United States, could be promoted as a global 
model. 

For higher end threats, there are lessons we can learn from the last decade of 
dealing with terrorist threats. The key is to move beyond the search for perfect at-
tribution and instead hold states that do not cooperate accountable. Currently, the 
situation can be summed up like this. When an attack is traced to another country 
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that is not cooperative, the investigation dead ends. If that country is Russia, Rus-
sian authorities will typically say that the incident was carried out either by patri-
otic hackers or cyber criminal groups that the Russian government cannot control. 
If that country is China, Chinese officials will point out that China is often the vic-
tim of cybercrime and that do to the poor security on many Chinese systems, they 
are often compromised in an effort to cast blame on China. In both cases, national 
sovereignty will be raised to explain why cooperation cannot be more forthcoming. 

To move beyond this stalemate, the United States should make public a position 
that treats failure to cooperate in investigating a cyber attack as culpability for the 
attack. Countries should know that they can choose to have the incident treated as 
a law enforcement matter by cooperating in the investigation or choose not to co-
operate and have the incident treated as a hostile attack for which their country 
will be held accountable. Over the last decade the concept of state sovereignty has 
evolved so that sovereignty not only comes with rights in the international system 
but also responsibilities. The evolution of this concept is due to events in one of the 
least wired parts of the world: the Hindu Kush. 

In 1999, Michael Sheehan, the U.S. Ambassador at Large for Counterterrorism 
delivered a demarche over the phone to the Taliban’s foreign secretary. The message 
was clear: as long as the Taliban continued to harbor and support al Qaeda and 
its leaders, the United States would hold the Taliban responsible for any al Qaeda 
attacks against the United States or other countries. To drive home the point, 
Sheehan used an analogy. He told the Taliban’s representative: ‘‘If you have an ar-
sonist in your basement; and every night he goes out and burns down a neighbor’s 
house, and you know this is going on, then you can’t claim you aren’t responsible.’’ 
The United States made good on Ambassador Sheehan’s word after 9/11, and as the 
international community attempts to address failed states that cannot control their 
borders or police their internal territory, this new concept of sovereign responsibility 
is taking hold. 

Applying this new concept of sovereignty to cyberspace has its merits. As with al 
Qaeda in Afghanistan, failure of a state to prevent its territory from being used to 
stage an international cyber attack should not, in and of itself, constitute a violation 
of state responsibility. Indeed, a world in which states monitor and constrain citizen 
activities to prevent crimes before they take place would be a very frightening 
world. What is crucial, however, is how states respond when confronted with the 
use of systems within their territory for cyber attack. If the Taliban had responded 
to requests to turn over bin Laden, the invasion of Afghanistan might never have 
occurred. Based on this new paradigm of sovereignty, states should be expected to 
pass laws making international cybercrime illegal and enforce them. They should 
have mechanisms in place to respond to international requests for assistance and 
they should have some ability to oversee the hygiene of their national networks. 
Better attribution through post-incident forensic techniques will be a crucial part of 
this new paradigm, but the development of ironclad attribution, will not necessarily 
lead to better security in cyberspace.

The Role of Government and Private Industry in Improving Attack Attribution 
In order to improve attack attribution, there are many things that can be done 

with current technology. The most crucial is for both government and private indus-
try to do a better job detecting significant threats, mitigating them quickly, and cap-
turing evidence that can be used by law enforcement for investigative purposes. Fo-
rensic techniques are getting better, but there are genuine civil liberties concerns 
with them getting too good. 

The vision of perfect attribution can best be summed up as the idea of giving 
packets license plates. Under such a system, compromised systems or other proxies 
could not be used to hide the identity of attackers because each packet would be 
labeled with a unique identifier, possibly an IPv6 address that has been assigned 
to an individual after having that individual’s identity authenticated in some 
verifiable way. Access to the network would require authentication, and each packet 
produced by the user would be traceable back to that user. The privacy implications 
of such a system would be obvious, turning the Internet into the ultimate tool of 
state surveillance. The security benefits for pursuing criminals and state actors, 
however, would be minimal. Without cooperation from all foreign states, criminal 
activity will simply gravitate to states that do not authenticate identity before 
issuing identification numbers or choose not to participate in the system at all. 
Many states benefit tremendously from cybercrime, both directly through the cash 
it brings into economies, and indirectly through the bolstering of technology develop-
ment through the theft of intellectual capital. Moreover, for less capable states, 
cybercrime provides the necessary cover of darkness for espionage to take place. By 
cracking down on cybercriminal groups, the activities of state actors would stand 
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out starkly. Ultimately, such a system would restrict the freedom and privacy of 
most users, while doing little to curb criminal elements or state actors who would 
find ways around the system. 

As a baseline, of what we should expect from digital forensics, it may be instruc-
tive to look at the role forensics plays in the real world. Many people have become 
familiar with modern forensics techniques through the popular series CSI and its 
spinoffs, television shows about real-world crime scene investigators. Each episode 
begins with a body. The crime scene investigators come in and walk the scene col-
lecting forensic evidence and then take it back to the lab and process it for clues. 
This activity takes us to the first commercial break in an hour-long drama. The 
forensics have yielded clues about who the victim was, how he or she was killed, 
and possible attributes of the killer. Then the detective work begins. The detectives 
try and establish a motive. They delve into the past of the victim. They ask them-
selves who would have wanted the victim dead? They ask a lot of questions of a 
lot of people. On television, this process is packed into an hour. In the real world 
it can take days to weeks, months and years. 

Cyberspace isn’t so different from the real world. We have digital forensic tools 
and trace-back techniques that in the latest incident with Google, allowed the com-
pany to conclude that the attacks emanated from China. We can’t know more than 
that without some good old-fashioned investigative work but we can ascertain mo-
tive based on what systems were infiltrated and what data was stolen. We can nar-
row down the list of possible suspects by geography. We can further narrow down 
the set by capability. Only so many people in the world have the ability to put to-
gether the kind of code used in the hack. We also know whoever built the exploits 
wasn’t working alone. That’s enough leads to get an investigation going in the real 
world, and it is also enough in cyberspace. 

While the Google case illustrates the attribution ‘‘problem’’, it also illustrates the 
need for Internet Freedom, something the Chinese government is trying to erode. 
Our law enforcement community might want ironclad attribution on the Internet to 
combat cyber crime, but the Chinese government and other authoritarian states 
want it to combat speech. We may want to know who carried out the hacking of 
Google but we also want to protect the identity of anonymous posters in online fo-
rums about Chinese human rights. 

Creating the perfect surveillance state online is within our technical means. In 
real-world equivalents, we could label each packet with its digital DNA, tying it to 
a single real-world person, and recordings of everything that goes on so we can play 
back the tape. But cyberspace isn’t so different from the real world, especially since 
more and more of what we used to do by walking we now do online. If we don’t 
want to live in a surveillance society out here, we also do not want to live in one 
in cyberspace. The tools for digital forensics are getting better. We don’t want them 
to get too good. What the Google incident really demonstrates, isn’t a technical prob-
lem; it’s a legal and diplomatic one. We lack norms for acceptable behavior by states 
in conducting espionage online and we lack agreements between states to partner 
in pursuing cross-border cyber criminal activity. Better surveillance wouldn’t solve 
that problem. 

In two narrow areas, government and private sector technology companies should 
collaborate to improve two of the basic protocols that govern internet transactions. 
First, government and industry must work together to develop a secure version of 
the basic internet protocol that authenticates the ‘‘from’’ information contained in 
packet headers. In distributed denial of service or DDOS attacks that do not require 
the return of information, the ability to supply false sender information makes it 
difficult to trace and block such attacks. Similarly, the underlying protocols for 
sending email allow an individual to spoof the identity of a sender so that someone 
with malicious intent can send email appearing to be from a bank, a friend, or a 
work colleague. This weakness is typically exploited in social engineering attacks in 
order to get the recipient to click on a link that will download malware or send back 
sensitive information. These problems are well known and well documented. After 
more than two decades, I believe it is safe to conclude that the informal, consensus-
based processes used by the Internet Engineering Task Force to develop and adopt 
new protocols will not solve these problems. The Federal Government must step in, 
lay out the challenge, and lead the development and adoption of protocols that solve 
these problems. An ‘‘X-prize’’ strategy might prove useful in this context.

Privacy and Anonymity in Resolving Attack Attribution 
In the early days of the Internet, anonymity was how privacy was obtained when 

online. As a general trend, anonymity on the web is eroding for most users due to 
the interactive nature of current web content but new ways of protecting privacy 
have not developed, at least not for the average user. In terms of protecting privacy, 
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anonymity is only useful in a ‘‘web 1.0’’ context. In the web 1.0 era, users were pas-
sive recipients of information posted to the web. Anonymity on the web is still useful 
for accessing information that you do not want others to know you have accessed, 
whether it be pornographic material or information on democracy if you live under 
an authoritarian regime. Increasingly, however, access to information is not what 
the Internet is being used for. Managing health records and finances and commu-
nicating online cannot be done anonymously. What is needed is privacy, something 
that does not currently exist on the web that must be created through both technical 
and legal mechanisms. 

Most of the so-called ‘‘free’’ web is funded through advertising, and advertising is 
increasingly targeted to individuals based on information collected about them from 
their IP address and from various types of cookies placed on their computers when 
they access sites. By the time my homepage at the nytimes.com has loaded, a total 
of 12 cookies have been loaded onto my computer, including ‘‘flash cookies’’ that can-
not be deleted through standard browser settings. While some of these cookies are 
used to authenticate my username and password on the site, the vast majority are 
for advertising, meant to track my use of the internet in order to target advertising 
at me. Companies sell geo-location services that use IP information to determine 
where you live so that advertising can be targeted at you for local services. By de-
fault, my browser, my computer, and the websites I visit are set to allow all this 
to happen without me knowing it. Advanced users may have the skill set and the 
motivation to set their browser settings and take other steps to avoid privacy loss 
but most users do not. 

At present, only the technically sophisticated, be they law-abiding citizens con-
cerned with their civil liberties or criminal actors, can obtain anonymity, while the 
average Internet user experiences a total loss of privacy. As the technology develops 
to improve attribution, we need to ensure that our laws develop to protect their use, 
both by government and by the private sector. These points to the need for govern-
ment intervention to require companies that collect information online and track 
users to be explicit about what they are doing. Surrendering your privacy online in 
exchange for ‘‘free’’ access to information should not be something that happens be-
hind the scenes, but an explicit decision that users make. The equivalent of the Sur-
geon General’s warning, something short, explicit, prominent and standard should 
be displayed on sites that use privacy compromising methods to generate adver-
tising revenue. 

In order to protect private communication online, we need to implement both tech-
nical solutions and stronger legal protections for the content of communication. 
While law enforcement and intelligence agencies are restricted from accessing pri-
vate information without due process, private sector entities and criminals have far 
fewer barriers. The average home users email messages are not secured end-to-end 
through encryption, and the laws that protect the intercept of these messages are 
far weaker than those that protect regular mail. 

Taken together, these steps would replace the loss of anonymity that was the 
foundation of privacy on the early web, with privacy for all activities carried out 
over the Internet, including transactions and two-way communication.

Standards Development for Attack Attribution and Privacy 
As stated previously, I believe it is necessary for the U.S. government to work 

with the Internet engineering community to address known problems in the current 
suite of protocols. In my view, these problems are both limited and correctable but 
both funding for development and incentives for adoption post-development are nec-
essary. The goal should not be to create ironclad attribution that would turn the 
Internet into the ultimate tool of the surveillance state. Rather, the end state should 
be protocols that prevent the spoofing of IP addresses and email. 

On privacy standards, I believe that it is government’s role to protect the privacy 
of individual users. Government must stop assuming that consumers have all the 
information they need to make informed decisions about privacy. The goal of govern-
ment intervention in this area should be to make the decision to surrender privacy 
in exchange for access to information and services a transparent decision. Websites 
should be required to notify users if access requires the installation of cookies that 
will track users for the purpose of targeting advertising. Many if not most users 
may make the decision to surrender their privacy for access to so-called ‘‘free con-
tent’’. Others may choose a pay option. Still others may seek out content that nei-
ther costs privacy or dollars. 

These two issues overlap for Internet Service Providers. The activity of ISPs is 
largely unregulated in the United States. For ISPs, attribution on their networks 
is not a problem: they can see malicious activity and trace it back to a customer. 
When evidence of the next jump on a host has been deleted, ISPs are often able 
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to trace the next hop of packets. Standards are necessary for what ISPs should and 
should not be required to track, for how long they should store such information, 
and how this information can be shared with law enforcement or private parties. 

Finally, we need standards for the operation of anonymity services. Services like 
Hotspot Shield, Tor, and others provide a valuable service to many Internet users, 
particularly those living under authoritarian regimes where accessing certain 
websites may not be possible or may be tracked in order to identify dissidents. Yet 
these same systems can be used for criminal purposes. Standards are necessary for 
regulating these services and they must be promoted internationally. These services 
provide anonymity, which, as previously discussed, is only useful for accessing infor-
mation sources and anonymous posting activity. These services should therefore re-
strict their users to web-based activity. They should also make it easy for companies 
and government agencies to block the outbound IP addresses to prevent users that 
have gained anonymity from attempting to access secure systems. If you are trying 
to access your own bank account online, there is no legitimate reason to use an 
anonymization service. Finally, these services should retain auditable logs for law 
enforcement purposes. Users should understand that this information will be kept 
private, and only released if the service has been used for criminal purposes. Ulti-
mately, as with states, anonymization services should be held accountable for their 
users’ behavior if they do not cooperate with law enforcement.

Conclusion 
As I have expressed throughout this testimony, it is my view that the problem 

of attribution has been largely overstated. Ironclad or perfect attribution would not 
address the problems of cyber warfare, espionage, crime or other threats in cyber-
space. Such a capability would, however, be injurious to freedom of expression and 
access to information for many people around the world. Stronger mechanisms for 
international law enforcement cooperation are necessary, as is the ability to stop at-
tacks in progress, and improvements to the general hygiene of the Internet eco-
system. More than anything else, we need to develop better and stronger options 
for responding to threats in cyberspace and introduce consequences for states that 
do not cooperate in stopping attacks or in investigating them. Finally, we need to 
move beyond anonymity as the guarantor of privacy on the Internet and instead 
work to create privacy through both technical means and legal requirements. Thank 
you for the opportunity to testify on these important issues. I would be happy to 
answer any questions at this time.
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Chairman WU. Mr. Giorgio. 

STATEMENT OF ED GIORGIO, PRESIDENT AND CO-FOUNDER, 
PONTE TECHNOLOGIES 

Mr. GIORGIO. Good morning. My name is Ed Giorgio and I am 
the President of Ponte Technologies. Let me begin by commending 
Chairman Wu and Committee Members for looking into this impor-
tant matter. Having personally spent a career in science and tech-
nology and having witnessed numerous R&D innovations that im-
prove the quality of our lives, economic livelihoods, security and 
privacy, I am confident that this Committee will undertake the 
proper initiatives to solve long-term and extremely difficult prob-
lems such as the one we face with cyber attack attribution. 
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Post-attack attribution today is not effective and the protocols we 
have today are insufficient to provide it. The recent attacks on 
Google are neither new or surprising. What is new is the extensive 
publicity they generated, but despite all this publicity, and a con-
vincing that they were perpetrated by a state-sponsored actor in 
China, the rate of such cyber attacks coming from China has not 
decreased. Current attribution capabilities are clearly no deterrent. 

We envision transitioning to a multi-protocol Internet infrastruc-
ture where service is offered over DoD network segments and sen-
sitive commercial and financial networks would require trans-
mission using new protocols that have accountability and attribu-
tion built into their design. On such networks, attack attribution 
would meet the requirements for legal evidence without giving 
away sensitive sources and methods. Other less-sensitive services 
might be offered over network segments such as Radio Free Amer-
ica, which allow or indeed welcome interaction with anonymous en-
tities. This is another case where the current protocols are lacking. 
They have little support for anonymity or for real flexibility in how 
much personal information is revealed in a transaction. Each cit-
izen should have access to a certificate or other token that uniquely 
identifies the holder along with others that provide less or even no 
identity information. It should be possible to acquire as many such 
identity certificates as are needed to support multiple online roles. 
Some organizations already provide physical analogs in the form of 
prepaid credit cards or anonymous pay-as-you-go cell phones. 

As Americans, we fiercely defend our right to privacy and secu-
rity and subsequently create a vision where we achieve both simul-
taneously. But transparency is also important. Indeed, one might 
argue that the history of human social development and even evo-
lution was driven by transparency of action, but we have witnessed 
three transformations brought about by technology that are having 
profound impact on human behavior, from attributable to anony-
mous, from discoverable to forever hidden, and from understand-
able to magical. Wherever we lost transparency, whether into gov-
ernments, corporations or individuals, bad actors eventually 
emerged and violated our trust and our laws. 

The threat comes from all these actors, many of whom are be-
yond the reach of our American courts, whether it is the Chinese 
stealing our American innovations to produce less-expensive 
versions, the Russians engaging in financial crimes, the Israelis 
stealing our political intentions, the French dealing our competition 
sensitive materials, the Nigerians conning our elderly and so on. 
Closer to home, we face the same threats from within our borders. 
In the past, gross violations of domestic civil liberties were justified 
by reference to foreign threat. These are very dangerous constitu-
tional grounds we tread and the gravity of the legal and constitu-
tional dimensions cannot be trivialized. 

So in conclusion, my comments are not focused on promoting 
what the ideal balance between privacy and security should be but 
rather a challenge to those embracing the utopian view that both 
may be simultaneously within our grasp. While we continue to in-
sist that private information remains just that and that anonymous 
persona will be supported, the existence of a trusted third party 
may be the only way to ensure that. In my opinion, government 
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has not yet earned the necessary trust to perform this role and we 
will require a lot more transparency and oversight before giving 
that trust. 

Thank you very much, and I would be happy to answer any ques-
tions. 

[The prepared statement of Mr. Giorgio follows:]

PREPARED STATEMENT OF EDWARD J. GIORGIO

1. Answers to Committee Questions

1.1 Is Attack Attribution a Deterrent? 
Question 1: As has been stated by many experts, deterrence is a productive way 

to prevent physical attacks. How can attack attribution play a role in deterring 
cyber attacks? 

Attack attribution is much easier in physical space, but also possible in cyber 
space. One of our goals is to discover who is attacking us, not whose computer sys-
tems they are using to launch their attack, or where geographically those systems 
are located. However, even this is not enough for a diplomatic or public opinion de-
terrent. Consider for instance the recent attacks on Google. There is little doubt that 
these were perpetrated by a state-sponsored actor in China, but has the attendant 
publicity done anything to reduce the number of cyber attacks coming from China? 

Attack attribution is an essential part of our overall situational awareness and 
emergency response measures. For example, we can use attribution to shut down 
or otherwise protect ourselves from attacks in progress. We can even stop a DDoS 
attack without attribution as to the initiator of the attack. We just need to stop 
where it is coming from. However if attribution is to have any value as a deterrent 
then it needs to be both irrefutable and able to be revealed to the world without 
compromising privileged information or intelligence assets. In some cases you can 
show China was a transit point for an attack and didn’t stop it; this has value too. 

Current technologies allow us some level of attribution, most of which is plausibly 
deniable. Attribution can sometimes be made irrefutable by combining what is pub-
licly known with the resources available to an intelligence agency such as NSA or 
the FBI, but this is rarely releasable beyond government circles—much less to the 
attacker—and thus has little if any value as a deterrent. There is also the option 
of turning it into a U.S. State Department demarche to the offending country, but 
even this has pitfalls (like revealing very sensitive sources and methods). 

As with any other form of attack, there are numerous types of organizations or 
individual involved, and some of these may well be deterred from pursuing a cyber 
attack for fear of attribution and the legal or economic consequences thereof. 

Entities whose systems are used as the launching point for somebody else’s attack 
may also be motivated by attack attribution to secure their systems and either stop 
an attack in progress or prevent such abuse in the future. It is often possible to 
identify the reputable private institution who owns the offending computer—if this 
is made public, it can have an adverse impact on the brand of that institution, re-
vealing ineffective controls and poor information security practices. Corporate execu-
tives could be held personally responsible for such failures and personally liable if 
there is damage to shareholder value. 

The same could be true of the ISPs whose networks are used to propagate cyber 
attacks. Where strong competition is present in the market, attribution can play a 
valuable role in motivating ISPs to address user education, network monitoring, and 
endpoint security. 

With attacks from nation states, or state-sponsored actors, the potential impact 
of attribution technologies really depends on the nation, and so our response needs 
to be carefully tailored to that nation to have maximum effect. Some nations will 
act cautiously, fearful of the consequences that could come from being exposed as 
a cyber attacker, such as economic damage, sanctions or even war. Other countries 
do not seem to care. For those nations that do care but also have a strong offensive 
cyber presence, masquerading as an organized crime entity, or as a country that is 
well known to be the source of cyber attacks, is an easy way to reduce such risks. 

Terrorist groups will not be deterred by attack attribution—they may even wel-
come it. However, if attribution can be used as a means of geo-locating members 
of a terrorist group during an attack, this is something that can be used to disrupt 
their operational tempo. 

For organized crime, attribution may serve as a deterrent if that attribution could 
be used to help build a criminal case against them that will stand up in court. Un-
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fortunately, their chosen targets may not have the situational awareness to know 
that they are being attacked, or the resources to provide that deterrent. Organized 
crime groups will often target either bank customers or small companies with vul-
nerable credit card databases. When they target the government, they will often tar-
get individuals rather than organizations—for example to discredit police officers by 
planting incriminating evidence on their home computers, or to bribe or blackmail 
insiders to monitor or affect the course of criminal investigations. 

When forensic analysis or other collateral information also permits us to identify 
the actual human offender, criminal charges, prosecution, and conviction will serve 
as strong deterrents. This will be somewhat expensive to do here in the U.S., very 
complicated with even close allies, and nearly impossible with the bad foreign actors 
mentioned above. Consider for example the case of Gary McKinnon, who after eight 
years is still awaiting extradition from the UK—a very close ally. The legal costs 
arising from the investigation and long extradition process, along with any future 
trial, could easily exceed the actual damage of which he is accused. Once a suspect 
is convicted, their subsequent imprisonment is also expensive. Is this actually a 
good use of taxpayers’ money? We simply do not have the resources to pursue every 
hacker out there, or even a significant subset of them, much less extradite them to 
the U.S. and imprison them here. 

The last significant group of attackers is the ‘‘script kiddies’’—typically the easiest 
attackers to identify, as well as the easiest to protect against. While we should take 
measures to protect our systems against such attackers, and take measures to iden-
tify and deter them where possible, we should keep in mind that many of them real-
ly are children. Notwithstanding the damage they cause, our goal should be to guide 
them towards a more enlightened path in which they become useful and productive 
members of society, rather than criminalizing them at an early age, which could 
leave them with no job, no vote, and no stake in the common good.

1.2 Roles of Government & Industry in Technology Development 
Question 2: What are the proper roles of both the government and private indus-

try in developing and improving attack attribution capabilities? What R&D is need-
ed to address capability gaps in attack attribution and who should be responsible 
for completing that R&D? 

While company-to-company and nation-to-nation political dialog may well do with 
less stringent, but plausible, attribution, if attribution is to be used in court then 
it must be irrefutable and presentable as evidence in its own right. To achieve this, 
we will have to move to new protocols in the infrastructure which change the very 
foundation of our networks, building in attribution and accountability from the 
ground level. Governments and private enterprises are facing similar threats, and 
trying to solve much the same problems, and so partnerships with industry will help 
to develop the protocols of the future. 

Having built the necessary protocols in collaboration with industry, we can begin 
to require that entities with a legitimate presence in DoD networks, or in some civil 
government or critical national infrastructure networks, implement the new proto-
cols as a pre-condition to network access. Some corporate enterprises (particularly 
in the financial space) will be motivated to do the same for their own business rea-
sons. In this way we can add to the security posture of those networks at the same 
time as we demonstrate the viability of the enhancements. 

This is not something that any one government can push through for broad use 
in the Internet as a whole. Evidence of this is in the recent claims over the ‘‘mili-
tarization’’ of the internet which is not embraced by business, academia, and civil 
libertarians alike, and even debated within government circles. This is somewhat 
recognizant of the crypto wars fought two decades ago which ultimately resulted in 
government conceding the issue. The fact that we may have to make concessions 
on this issue, should not prevent us from pursuing R&D which will be necessary 
if/when some politically viable path emerges. 

In spite of this resistance to militarization, there are strong economic drivers in 
global electronic commerce that are pushing towards solving security problems in 
the infrastructure rather than in the application space. Applications can’t sit around 
waiting to do a time critical task while depending on an unreliable infrastructure. 
The infrastructure will ultimately enforce stronger authentication for users and ter-
minals, stronger integrity, and non-repudiation assurances for the transactions. 
These properties, once built into the infrastructure, will serve to decrease gaps in 
attack attribution capabilities. Infrastructure will always move more slowly than ap-
plications, and we should not ignore how quickly application changes can deliver ei-
ther (and sometimes both) improved privacy and improved attack attribution. 

Many credible experts claim the goal, even if deemed reasonable, is not tech-
nically feasible. That may be the case to a purist, but the fact that we can’t find 
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perfect security solutions anywhere has not deterred us from raising the bar very 
substantially through many hard fought for improvements. 

While government cannot by itself mandate changes in underlying infrastructure 
technologies (Ex. IPv6), DARPA, NSF, and the research elements supported by the 
Comprehensive National Cyber Initiative all should be working to research and de-
velop new capabilities. These could be researched, designed, implemented, piloted, 
and ultimately become operational on DoD and Intelligence networks, where attack 
attribution is far more important. After all, it was the original ARPANET where 
current internet protocols were developed and incubated before they ultimately 
flourished on today’s internet. 

New protocols based on the above research should be introduced through the 
IETF, as this process is the most likely to encourage commercial acceptance and de-
ployment into worldwide networks. For security standards or algorithms, NIST is 
the appropriate agency. 

Research in attack attribution would leverage many of the capabilities already de-
veloped. We have seen frameworks which securely embed the user ID, computer ID, 
process ID, institutional affiliation, and geo-location directly into the IP address. 
One way to do this is with cryptography and allows us to bind the above attributes 
to the IP address in a non-forgeable way. Continuous improvements in this area 
could also raise the bar significantly. 

We envision transitioning to a multi-protocol internet infrastructure where serv-
ices offered over DoD network segments would require transmission using these pro-
tocols, while other government services such as ‘‘Radio Free America’’ might be of-
fered over network segments which allow or indeed welcome interaction with anony-
mous entities. Some incremental improvements in this arena are already being 
made, for example with Trusted Network Connect, which can be used to require ma-
chine-level attribution before network access is granted. Similarly, financial institu-
tions might have far more stringent attribution requirements than a news media 
or marketing agency. Social networking sites would be adaptable to the needs of 
their constituencies which, I might add, will likely reflect generational differences 
over the need for privacy.

1.3 Distinguishing Factors between Anonymity and Privacy 
Question 3: What are the distinguishing factors between anonymity and privacy? 

How should we account for both in the development and use of attribution tech-
nologies? 

Privacy protections are usually given to people who are acting under their true 
identity while anonymity assumes that people are acting under an anonymous per-
sona. Under privacy, public and private institutions have Personally Identifiable In-
formation (PII) which is bound to other information they retain about their cus-
tomers. This might be something as simple as the address of a customer who buys 
firearms. They have policies about protecting such information. Control objectives 
focused on privacy attempt to mitigate loss from:

a. Unauthorized Individual—Information systems are inadequately protected 
resulting in a release of data to unauthorized parties inside (or outside) the 
institution.

b. Authorized Individual—An authorized individual within the institution 
makes a unilateral decision to overstep their authority and release or sell 
privacy information.

c. Questionable Institutional Practices—Questionable (and generally accepted) 
institutional practices push the legal envelope too far by broadly interpreting 
the privacy laws pertaining to their business.

d. Systemic Institutional Corruption—Systemic institutional corruption results 
in the willful and unlawful release of privacy information.

In all the above cases, the institution has privacy information which it did not 
provide adequate protections for. This is not the case with anonymity which would 
have prevented the institution from knowing the identity of or having PII on the 
individual in the first place. This is quite different from well intentioned 
anonymizers which attempt to remove all PII information from data records so they 
can be used for other purposes, such as research, public health, crime statistics, etc. 
There have been some failures of anonymized data bases which revealed PII infor-
mation through ‘‘data leakage’’ or ‘‘correlation handles’’. 

There is very relevant research on the problem of working with Internet router 
flow records which were anonymized by having random substitutions applied to 
their IP address fields. Researchers were able to recover the actual IP addresses 
from a collection of anonymized records and known IP address segments. Since the 
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purpose of attack attribution is to identify the attacker, the attacking computer, or 
the geo-location of the computer, this cannot be done successfully without unmask-
ing someone or some computer who was attempting to be anonymous. Of course, 
this is not the case if the person was acting under a ‘‘anonymous persona’’ in the 
first place, in which case there is no persona to attribute the attack to. 

Where true anonymity is allowed, attribution is neither desirable nor possible. 
Therefore a risk management decision has to be made as to how much anonymity 
is allowed and in which contexts. A news organization may consider it more impor-
tant to allow anonymity to protect journalistic sources, while a DoD organization 
may see no need for others having anonymity but every need for security. Today’s 
networks give us a mix between anonymity and security, but no fine-grained tools 
for managing the trade-off between them. 

Many of the transactions on the internet are reasonably private but not anony-
mous. The financial institutions develop protocols which protect the integrity of the 
financial transactions, and the merchants may make some attempt to protect cus-
tomer privacy information, but existing protocols don’t allow anonymity where it 
may be called for. For example, I may wish to research AIDS treatments without 
letting my search agent know that it is me doing this research. I may even want 
to buy such treatment without revealing my identity to the merchant who is selling 
it to me, but I may want the supply chain and the public health officials to know 
what treatments are of interests to this anonymous purchaser. All of this is possible 
with the right protocols. In the standards section below we will demonstrate the 
type of research that is needed to develop such protocols. 

In order for online commerce to flourish, there is a strong need for trusted entities 
to issue trustable and non-transferrable identity certificates. In this way people can 
be assured that when they communicate with the same online identity twice they 
are actually talking to the same person both times. Governments around the world 
already issue physical identity certificates, but in the online world governments 
came late to the game and private organizations such as Verisign have arisen to 
fill this gap. Any attempt by government to take back control of online identifica-
tion, or even just to provide services in this space, will be met with resistance. 

Leaving aside the issue of who is issuing identity certificates, and how they are 
secured so as to be non-transferrable, some of these should uniquely identify the 
holder while others should be able to provide less or even no identity information. 
It should be possible to acquire as many such identity certificates as are needed, 
and unless they contain personal information in common between them there should 
be no way to link one anonymous identity to another. Some organizations already 
provide physical analogs, in the form of pre-paid credit cards, or pay-as-you-go cell 
phones, that require little or no personal information to activate.

1.4 Need for Privacy and Attack Attribution Standards 
Question 4: Is there a need for standards in the development and implementation 

of attack attribution technologies? Is there a specific need for privacy standards and 
if so, what should be the government’s role in the development of these standards? 

Technologies that are built into the network architecture need to be made in ac-
cordance with open standards, as this promotes interoperability and encourages 
broad adoption. Technologies for attack sensing and mitigation are more difficult to 
standardize, and standards may actually harm you because they give the attacker 
something to test their strength against before they come after you. 

So, the military will always have to have secret capabilities for attack attribution 
in addition to the infrastructure standards discussed in the previous answer. These 
secret capabilities become problematic when the military is asked to apply them to 
other government agencies, critical infrastructure, ISPs, academia, and inter-
national corporations where transparency is vitally important. This is at the heart 
of the current Einstein debate which is considering the deployment of military in-
trusion detection capabilities to protect civil agencies. The only solution I see to this 
problem is a public-private partnership (or standing commission) where technical 
expert members have government security clearances while not required for other 
commissioners who, over time, learn to trust in the unclassified explanations given 
to them by the technical experts. 

In the previous answer, we explained the need for standards involving authentica-
tion, integrity, confidentiality, non-repudiation, geo-location, institutional affiliation, 
and more at the infrastructure level which bind all these attributes to the IP ad-
dress of the end user. We would add an anonymous persona standard as well as 
new standards to protect privacy. The government should invest in the development 
of these standards, but let the open standards groups such as IETF, NIST, ISO, 
WWC, and more run those standards though their respective processes. The govern-
ment should have representation at the table. 
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There is a specific need for new and improved privacy standards. We can best il-
lustrate this by introducing a suggested framework for two important areas where 
privacy is critical: medical records and on-line transactions. This framework should 
make it clear that existing protocols for on-line transactions focus on the integrity 
of the financial transaction rather than the privacy of the parties involved. The 
framework appears in the last section.

2. Full Discussion

2.1 Introduction 
If we are to protect the Internet and its users from criminals, hostile nation 

states, and terrorists we will have to both design the Internet better and then be 
vigilant about monitoring it. The former will encourage technologies such as strong 
authentication, while the latter will likely force us to balance Security (attribution) 
& Privacy (anonymity) when designing new Internet protocols and host technologies. 
This may appear strange because, at some level, Security and Privacy (S&P) have 
a similar definition: The right to live out one’s life without interference from 
others. Indeed we can demonstrate many instances of best practices in computer 
& Internet security which result in enhancing both security and privacy simulta-
neously. The very existence of these synergistic outcomes, however, permits argu-
ments that can be used to deflect the discussion away from other areas (like attack 
attribution) where we frequently have to make tradeoffs. 

We say frequently above because it depends on the nature of the attack. Is it a 
National Security threat, or a criminal action and thus in the law enforcement do-
main? Attribution techniques sufficient to identify a Nation State initiator of an at-
tack for appropriate political/military response need not impact personal privacy. If 
it is a criminal attack against banks or persons, ‘‘following the money’’ may be more 
effective in gaining forensic-quality evidence for court action, as opposed to machine 
identities used merely as clues as to where to start the hunt for physical evidence 
of crime. 

Privacy and anonymity currently play a critical role to many of us here in the 
U.S. and to freedom fighters, whistle blowers, bloggers, and amateur reporters in 
both democratic and repressive regimes all over the globe. It’s one of the few medi-
ums where you can be relatively anonymous. Unfortunately, the trend line looks 
ominous for those capabilities and I think these traits will largely disappear in the 
Internet in 20 years independent of the best intentions of some governments. This 
prediction is a function of where the Net came from and the fact it’s grown so fast 
and that it had to maintain the original assumptions which drove Internet plumbing 
(protocol and router development) in the first place and were friendly to anonymity 
interests. That said, the net is maturing, and as new protocols come online and a 
new generation of users grow up, the inevitable degradation of privacy is already 
well underway. In spite of the best efforts of civil libertarians, the current privacy 
issues are largely business driven. That is, you could still be anonymous if you 
wanted, but once you jump into the social networking or online commerce pool, it 
goes away quickly. It is highly likely that the next generation of internet protocols 
will have the capability to provide much stronger levels of attribution which will, 
as a byproduct, serve the interests of those seeking attack attribution. So our lack 
of privacy and anonymity in portions of the future internet may be inherent in the 
infrastructure, as well as a byproduct of the applications that ride on top of it, as 
is the case today. 

Geo-location is perhaps one of the greatest threats to both privacy and anonymity. 
The trend towards wireless mobility is embedding location tags deep in the infra-
structure which will be imposed by the new protocols that are difficult to cir-
cumvent. These protocols may also embed attributes such as personal identity, hard-
ware identity, physical location, and institutional affiliation right in the internet 
protocol address. This trend will be business driven as national and international 
commerce will benefit from the stronger integrity and non-repudiation assurances 
for the transactions. Strong authentication of the person at the other end will be 
available from the infrastructure rather than from some application operating over 
it. 

These capabilities will serve us well in emergencies caused by natural disasters, 
man-made accidents, or hostile foreign threats; tweeters, bloggers, and social media 
players will get their news and pictures from someone at ground zero, rather than 
having to first sort through the political rhetoric emanating from a distant corner 
of the globe. These capabilities will have many other benefits, such as providing par-
ents with the real time location of their children. They will also be used for nefar-
iously purposes by criminals, rogue nations, industrial competitors, and terrorists. 
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Wouldn’t the terrorists like to turn the tables and know when key U.S. public offi-
cials or military commanders are dining in a restaurant? 

When balancing the need for anonymity with attack attribution, there is no silver 
bullet, be it technology, policy, economic incentives, or cultural change, which will 
solve the problem. Even in cases where attack attribution is deemed more impor-
tant, we don’t currently have reliable ways of actually doing it. Furthermore, when 
we can identify the offending computer with high probability we may not know who 
the actual human offender is. This is true because the computer owned by the inno-
cent user may have been previously commandeered by a malicious and anonymous 
adversary operating from a remote location anywhere in the world. For this reason 
corrective action such as quarantining the offender may actually be depriving the 
real computer owner of vital and even life supporting services delivered over the 
internet. 

For the reasons stated earlier, it seems reasonable that individuals should have 
the right to have an ‘‘anonymous persona’’—or as many of them as they need—
which they can use for online interactions. One ought to be able to anonymously 
check out the prices in Amazon and Borders before making a purchase; one ought 
to be able to visit the VA STD site before registering for treatment information; one 
ought to be able to anonymously read about LAPD civil rights violations; one ought 
to be able to communicate privately and anonymously with others, while still having 
some assurance that when we talk to the same anonymous ID we are talking to the 
same person. Many information providers may chose to only release information to 
properly authenticated and authorized individuals, but what about sites giving guid-
ance to political dissidents, whistle blowers, oppressed groups, freedom fighters, 
etc.? These sites, of course, want to share this information privately and without 
any strings. 

In a world of insecure computers and botnets (commandeered armies of innocent 
computers) we will need attack attribution to point us to the offending computer, 
its owner or institutional affiliation, and its geographic location. But as computers 
become virtualized we will lose the ability to attribute action to specific computers 
and as we move to cloud computing we will even lose the ability to geo-locate the 
computer. This doesn’t mean that we can’t encode the user identity, computer ID, 
process ID, and institutional affiliation into the computer’s (IP) address, because 
with the proper R&D we can move to a next generation of internet protocols which 
do precisely that.

2.2 Anonymity 
As children, many of us watched a program called ‘‘The Invisible Man’’. Let’s sup-

pose that technology makes that a reality where one could take a pill and become 
invisible for the next hour. This technology might profitably be used to observe na-
ture without disturbing it, visit public places without the fear of recognition and un-
wanted attention, associate with people we don’t want to be linked to, etc. This tech-
nology is needed just as much by government entities as it is by citizens. Of course, 
it is also easy to envision how this technology might be used to commit crime, so 
we could surely expect a response which would, for example, make it illegal to enter 
a government building in the invisible state. Banks would respond by refusing ATM 
withdrawals to invisible people. While all of this sounds like an absurd policy de-
bate, it is precisely what is being played out in cyber space today. Invisible actors 
from all of the threat groups are ever present in our computers, behind our locked 
doors, not in the jurisdiction of our courts, not in range of our guns, and overhearing 
both out thoughts and our private conversations.

2.3 Losing Transparency 
As Americans we fiercely defend our right to privacy and security, and subse-

quently create a vision where we achieve both simultaneously. This vision embodies 
our protection from individuals, corporations, governments, cultural and religious 
institutions, subversive organizations, and common criminals. Through our human 
experience with these actors we recognize that we have reason to fear all of them. 
Our lives are played out in part through acts conducted by ‘‘perpetrators’’ and which 
have impact on ‘‘victims’’. While these words are pejorative, it is this concept of be-
coming a victim that drives our passion for achieving privacy and security. The 
problem with this logic is that the laws and tools which give potential victims pri-
vacy and security can also be used by the threat agents to achieve anonymity. The 
result is a world with very little transparency into what everybody, from criminals 
to nation states, are actually doing. Even when we can see the consequence of these 
actions we may never know who the perpetrators are. One might argue that the his-
tory of human social development (and even evolution) was driven by transparency 
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of action. While human nature has remained largely unchanged, we have witnessed 
three transformations brought about by technology that are having a profound im-
pact on human behavior:

• Attributable to anonymous
• Discoverable to forever hidden,
• Understandable to magical

Wherever we lost transparency, whether into governments, corporations, or indi-
viduals, bad actors eventually emerged and violated our trust and laws.

2.4 Who Should We Fear 
In America we have a somewhat unique tendency to fear violation of our privacy 

from government above all. This stems from our beliefs and experiences that if we 
are wronged by an individual or a corporation we have recourse from damages in 
a court, while government has historically avoided such accountability. But, let us 
first explore the expanded threat to privacy and be specific about some of the (large-
ly) foreign threats. Are we not concerned about the Chinese stealing our technology 
to produce less expensive versions, the Russians engaging in financial crimes, the 
Israelis’ stealing our political intentions, the French stealing our competition-sen-
sitive materials, the Nigerians conning our elderly, and so on? These actors are all 
foreign threats, and they represent official governments, large corporations, terror-
ists, and common criminals. And yet, to most of us, these actors are all beyond the 
reach of our American courts. Our security and privacy is threatened by all of them, 
yet many folks continue to focus primarily on government. I would suggest that 
more balance is needed in first identifying the real threat and then establishing the 
appropriate balance between privacy and security. 

Finally, I would be remiss to exclude the fact that while many of these threats 
are foreign, many are domestic, and, in the past, violations of domestic civil liberties 
were justified by reference to foreign threat. These are very dangerous constitu-
tional grounds we tread and the gravity of the legal and constitutional dimensions 
cannot be trivialized.

2.5 Conclusions 
In conclusion my comments are not focused on promoting what the ideal balance 

between privacy and security should be, but rather a challenge to those embracing 
the utopian view that both may be simultaneously within our grasp. We need to put 
together representatives from both sides of the debate, allow them to frame the 
issue, and present the differences in a way our policy and law can respond appro-
priately. While we will continue to insist that private information remain just that, 
and that anonymous persona will be supported, the existence of a trusted third 
party such may be the only way to ensure that. So, the debate might eventually 
come to: can we trust government with the information it needs to protect our secu-
rity or do we lose our privacy from a myriad of bad actors (the least of which may 
be government)? In my opinion government has not yet earned this trust and we 
will require a lot more transparency and oversight before giving that trust. 

In summary, the privacy & security debate (and hence the anonymity and attribu-
tion debate) focuses us on only one aspect (albeit very important) of the problem and 
we need several initiatives to correct that. In parallel, we should also be using our 
status as a superpower to drive behavior by the Chinese on the internet, the French 
on business-competition practices, the Russians on stamping out financial crime, the 
Israelis on influencing our political system, and international crime-fighting organi-
zations on establishing deterrents. This will require a U.S. policy with an enlight-
ened international agenda which focuses on using what remaining superpower sta-
tus we have to drive behavior. This is essential to balancing security and privacy 
at home while simultaneously promoting a robust ecommerce and human rights 
agenda globally. Once such behavior is agreed upon our policy must be ‘‘trust but 
verify’’ and will require some authorized (and transparent) monitoring of our infor-
mation and telecommunications systems, while at the same time, embracing really 
strong mechanisms to protect privacy and anonymity. This monitoring will allow au-
thorized governments to perform attack attribution with cooperation from the pri-
vate sector. It will also require oversight by a trusted third party and considerable 
transparency on Main Street.

3. Appendix: New Privacy Standards Framework 
We suggest a new framework to evaluate the security of an on-line transaction. 

We do this only to elaborate on the inadequacies of the current protocols which focus 
much more on security than privacy. Our transaction involves a buyer (Bob), a 
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search agent (Goliath), a seller (Sam), a trusted identity provider (Ida), a bank 
(Betsy), manufacturers (Matt and Martha), the blind anonymity provider (Andy), 
and finally, Bob’s roaming service (Robin). Bob wants to purchase specific goods and 
begins with asking Goliath to provide a list of sellers. Bob then selects a seller Sam 
and purchases a product using a credit card he was issued by Betsy. Ida provides 
some real time assurance that Bob and Sam are who they claim to be. Andy facili-
tates the sharing of some transaction details with manufacturers Matt and Martha 
who need to restock the shelves. Note that these latter details are not made avail-
able to Andy who is ‘‘blind’’ to the information needed by the wholesalers. Robin pro-
vides a roaming and/or backup service for Bob’s secret credentials (Robin herself is 
blind to these credentials). 

The security complexity of multi-party protocols grows rapidly as the number of 
parties in the transaction increases. Our problem potentially has eight distinct roles 
with some of the roles having multiple players within a specific transaction (such 
as merchants, manufacturers, or identity providers). Different parties talk both di-
rectly and indirectly to each other, security assertions are checked and passed along 
to other parties, and authentication, integrity, authorization, privacy, and non-repu-
diation are potentially important to each of the relationships. 

We are now in a position to form a privacy framework based on the outcome of 
several assumptions:

1. Bob knows everything about his transactions.
2. Where Bob has shared his personal information with the other parties, he 

should still (legally) own that information and be able to update or revoke 
it at a later date.

3. Ida(s) has provided identity assurance to potentially all parties in the trans-
action.

4. Goliath knows the set of sellers that have the products Sam is interested in, 
and, may or may not know Bob’s identity.

5. Sam has sold a product to Bob, and Sam may know Bob’s identity and his 
bank account number (today’s situation), or Sam knows Bob’s identity and 
mailing address only, or Sam doesn’t know anything about Bob.

6. Sam may keep a record of the purchase, but the customer data, and the ac-
count information may be kept by Bob only, or by both Bob and Sam.

7. Betsy knows that Bob has made a purchase from Sam, has completed the 
financial transaction, and may or may not know detailed information about 
the product that was purchased

8. Matt and Martha know somebody’s ‘‘purchasing interest’’ or ‘‘purchasing pro-
file’’, and may or may not know their identity.

9. Andy has facilitated the transfer of some encrypted data from Bob to Matt 
and Martha, but doesn’t know what it is.

10. Robin has encrypted information about Bob, including his secret keys, so 
she can support his roaming, but knows little more than Bob’s identity, and 
certainly can’t decrypt his secret keys.

The choices in the above framework do not have one-size-fits-all answers, so the 
ultimate protocol selected must be tunable to the answers that fit the situation. 

For brevity, we will not demonstrate a similar privacy framework for medical pur-
poses, but we will point out that there are even more stakeholders in the commu-
nications and data retention aspects of any medical situation, and enumerate those 
stakeholders. They include patient, attending physician, treatment facility, pharma-
ceutical provider, nurses and other medical care professionals, consulting physician, 
insurance provider, public health officials, pharmaceutical and infectious disease re-
search community, accounting and billing support staff, and several others. While 
there are currently many places where anonymizers are used today to share medical 
information, we believe those protections are woefully inadequate.
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Chairman WU. Thank you very much, Mr. Giorgio. 
Mr. Rotenberg, please proceed. 

STATEMENT OF MARC ROTENBERG, PRESIDENT, ELECTRONIC 
PRIVACY INFORMATION CENTER 

Mr. ROTENBERG. Thank you very much, Mr. Chairman, Members 
of the Subcommittee. I appreciate the opportunity to be here today. 
I am President of the Electronic Privacy Information Center and I 
teach privacy law at Georgetown and I have been involved in most 
of the debates about cybersecurity and privacy going back 25 years. 

My organization publishes an important report about privacy and 
human rights around the world, and I draw attention to this be-
cause in our testimony, we talk about the use of attribution by gov-
ernments, not necessarily for the purpose of promoting 
cybersecurity but actually to monitor and track people with un-
popular political opinions. China has the most advanced means of 
attribution today for Internet users. They require Internet users to 
individually register themselves, to provide their true names, their 
e-mail addresses and the list of news services from which they re-
ceive information on the Internet. They require Internet service 
providers to keep detailed logs on the activities of people who get 
access to the Internet through Chinese licensed ISPs, and they re-
quire the cyber cafes, which is the main point of access for people 
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in China who want to get information on the Internet to track all 
the activity and keep these records for 60 days to make them avail-
able to the Chinese government, and most interestingly, because I 
also have a background in managing one of the Internet domains, 
the .org domain, when the .cn domain became available for website 
registration, the Chinese government also required that 
businesspeople who wanted to create an Internet website using the 
.cn domain provide their actual name and a photograph to the gov-
ernment so that they could also be identified. 

Now, China, of course, is not alone, and I cite in my testimony 
similar examples involving Burma, Syria, Iran and Egypt. The 
point that I am trying to make here is that there is a real risk, 
which I think was suggested by one of the other witnesses, that at-
tribution techniques through this means of keeping track of what 
people do online will be used for purposes unrelated to 
cybersecurity that has a real impact on human rights and freedom 
of expression because of course what attribution also does is make 
people think twice about saying things that might be unpopular or 
controversial. 

Now, fortunately, in the United States, as I also describe in my 
testimony, we have a very strong constitutional right to speak 
anonymously, which is perhaps not surprising because the Fed-
eralist Papers that provided the basis for our country were written 
by people who made frequent use of pseudonyms. They understood 
that publishing their views in a way that could be easily attrib-
utable to them might quell their efforts to change the form of gov-
ernment that existed in the colonies at the time, and our courts 
have said repeatedly that anonymity is an important right that is 
protected within the First Amendment. More recently, we have also 
been involved in cases involving Internet freedom and the famous 
ACLU [American Civil Liberties Union] versus Reno case from 
1996 that struck down the Communications Decency Act where the 
Supreme Court affirmed the very important role that the First 
Amendment plays in protecting Internet freedom. 

Now, what I did in preparation for this hearing with the help of 
our excellent law clerks who are at EPIC this summer was to re-
search the cases involving identification requirements for the Inter-
net. We were trying to answer your very specific question, would 
it be possible in the United States to have an identification require-
ment, a mandatory requirement for anyone who goes online, which 
is certainly being talked about, and our conclusion is that we don’t 
think it would be possible. In the one case where an identification 
requirement has been upheld, and this was in the State of Utah 
after an earlier effort had been struck down, it was permitted only 
for convicted sex offenders where there was narrow collection of 
personal data and used for very narrow purposes. That is the only 
case that we could find. 

Finally, as I also set out in our testimony, looking at this prob-
lem of attribution turns out to be very difficult, as other witnesses 
have pointed out, primarily because it is so easy for people online 
to evade detection. Bruce Schneider, who is a noted security expert, 
said bluntly, ‘‘It is futile.’’ What it will do is actually create new 
opportunities for people to hide because they will create new false 
credentials, and the recent report from the National Research 
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Council that also looks at the issue of attribution reaches a similar 
conclusion. This is not to say that we aren’t aware that there are 
serious network threats which obviously implicate privacy and se-
curity interests but we think it is very important in this area to 
also consider the harmful impact that a broad attribution require-
ment might have for the freedom of Internet users. 

Thank you again for the opportunity to be here. 
[The prepared statement of Mr. Rotenberg follows:]

PREPARED STATEMENT OF MARC ROTENBERG 

Mr. Chairman, Members of the Committee, thank you for the opportunity to ap-
pear today to discuss the topic of Cyber Security and Attribution. We appreciate 
your interest in this topic.1 

My name is Marc Rotenberg. I am President of the Electronic Privacy Information 
Center (EPIC), a non-partisan public interest research organization established in 
1994 to focus public attention on emerging privacy and civil liberties issues. Since 
our founding, we have had an ongoing interest in computer security, privacy, and 
identification. In fact, EPIC began in response to a proposal from the National Secu-
rity Agency to establish a mandatory key escrow encryption standard that could 
have easily prevented the emergence of the Internet as a powerful force for economic 
growth and political change. 

EPIC was founded in 1994 in part to address concerns about the role of the Na-
tional Security Agency in computer security policy.2 Since then EPIC has partici-
pated in numerous public debates regarding the protection of privacy rights on the 
Internet and elsewhere. EPIC is currently engaged in active litigation under the 
Freedom of Information Act with the NSA and National Security Council regarding 
National Security Presidential Directive 54, a secret document that governs the 
NSA’s current authority over cyber security policy.3 EPIC has also been involved re-
cently in seeking information regarding the secret cyber security program known as 
EINSTEIN 3.0, as well as a new secret program within the NSA called ‘‘Perfect Cit-
izen.’’ 4 And I have participated in scientific workshops on such topics as ‘‘eDNA,’’ 
a proposal to tie every user activity to their unique DNA, developed by Admiral 
John Poindexter the architect of Total Information Awareness, that was thankfully 
rejected.5 

In my statement today, I will point to the risks and limitations of attempting to 
establish a mandatory Internet ID that may be favored by some as a way to address 
the risk of cyber attack. Such a proposal has significant implication for human 
rights and freedom online. It is not even clear that it would be constitutional to 
mandate such a requirement in the United States. 

To be clear, there are real concerns about network security. Network 
vulnerabilities also have implications for privacy protection. But solutions to one 
problem invariably create new problems. As we learned in the early days of the 
Internet, a proposal to make it easier for the government to monitor network traffic 
will also make communications more vulnerable to criminals and other attackers. 
Similarly, proposals to mandate online identification will create new risks to privacy 
and security.

I. Internet attribution requirements have resulted in censorship and inter-
national human rights violations. 

It may be that governments establish attribution requirements to address cyber 
security concerns. But it also clear that governments impose these requirements to 
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track the activities of citizens and to crack down on controversial political views. We 
know this from our research of identity requirements for Internet use outside of the 
United States.6 The risk of mandatory attribution can be seen most clearly today 
in China. If fact, in just the last day, the Associated Press reported on efforts in 
China to crack down on anonymity and mandate identification requirements.7

Currently, China leads the world in Internet use. Over 360 million people access 
the internet in China, an increase of 1,500% since the year 2000, accounting for over 
twenty percent of the world’s online population.8 Despite these numbers, Chinese 
Internet users must abide some of the strictest identification requirements to get 
online. By making user Internet activity appear attributable to the individual, Chi-
na’s regulations generate user self-censorship. 

The Chinese government identifies users who access to the Internet in three ways: 
(1) mandatory registration requirements, (2) requirements on Internet Service Pro-
viders, and (3) regulation of Internet cafes.9 

China first began control over individual access to the Internet in 1996, and has 
since revised its policies several times;10 many of these revisions entailed require-
ments that users provide identification when accessing the Internet or using certain 
Internet services. Chinese citizens wishing to access the Internet are required to ob-
tain a license for Internet access. They must register with the local police by pro-
viding their names, the names of their Internet service providers (ISPs), their email 
addresses, and any newsgroups to which they subscribe.11 In February of 2010, the 
Chinese government lifted a ban on registrations of domain names ending in the 
‘‘.cn’’ suffix, but also imposed strict new requirements for their use.12 Now, individ-
uals individual wishing to set up personal websites using the suffix must verify 
their identities with regulators and have their photograph taken.13 

Additionally, some local and provincial Chinese authorities currently require that 
individuals use their real names when accessing bulletin boards, chat rooms, or IM 
services.14 The requirement also extends to university settings,15 and in July 2005, 
all administrators and group founders of China’s largest instant messaging service, 
QQ were told that they must use their real names to access the service.16 A notice 
from the Shenzhen Public Security Bureau declared: ‘‘This year, at various internet 
chat rooms in our city, there were chat groups, forums, BBS, internet SMS and var-
ious internet public information services in which there were illegal assemblies, ille-
gal alliances and obscene behaviors being observed. In order to protect national se-
curity and preserve social stability. . .we will be conducting clean-ups on network 
public information services.’’ 17 
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Chinese state-licensed ISPs are required to track and store user activity.18 ISPs 
must retain records on user identification, what sites the user visited, the duration 
of the user’s visits, and the user’s activity on those sites.19 Though Chinese laws 
prohibit disclosure of this information generally, they make exceptions for a number 
of government purposes, including national security or criminal investigations.20 
Moreover, there are few formal procedures for requesting such data, and most of the 
time ISPs will disclose to the government an individuals internet usage and identi-
fication with just an informal request.21 

Finally, Internet cafes in China abide by strict regulations that require them to 
identify their patrons.22 Many Internet users in China rely on Internet cafes as a 
primary means of access.23 All Internet cafes must install filtering software, ban mi-
nors from entering, monitor the activity of their patrons, and record patrons’ iden-
tity and complete session logs for up to sixty days.24 In many cities, Internet cafes 
are also connected by live video feeds to the local police department.25 

The identification requirements China placed on Internet access cause users to po-
lice their own Internet usage. China’s Internet users (justifiably) believe that all of 
Internet activity is attributable to the individual. Transgressing Chinese Internet 
policy is often met with harsh penalties.26 Therefore, without anonymity, many 
Internet users in China steer well clear of any potentially controversial activity that 
might violate China’s vague Internet prohibitions. 

China is well known for directly filtering internet content within its borders;27 
however, the practice of attributing Internet activity to the specific user through 
identification requirements is even more effective in regulating Internet content 
than direct filtering.28 China’s identification laws are designed to make the user be-
lieve ‘‘that every bit of [her] activity is tracked.’’ 29 Furthermore, China’s enforce-
ment of its Internet laws gives users reason to be concerned that if they violate the 
laws, they will be caught and the punishment will be severe.30 Almost every inter-
net-related imprisonment resulted from an accusation of subversion, a guilty ver-
dict, and a two to twelve year prison sentence.31 In this way, ‘‘[t]he manhunts for 
individual internet users, which often mobilize dozens of agents from the public se-
curity and state security ministries, serve as warnings for the recalcitrants and dis-
sidents who continue to surf the internet.’’32 

Given that individual users, content providers, and ISPs can all be held liable for 
illegal content,33 each of these entities acts as a self-censor, avoiding, monitoring, 
or deleting content that might be illegal. Removing Internet anonymity and requir-
ing identification to access the Internet means that China’s ‘‘best censorship is self-
censorship.’’ 34 
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In addition to China, several other countries have used Internet identification re-
quirements to limit or control their citizens’ speech. In Burma, internet cafes are 
required to take screenshots of their patrons’ screens every five minutes, and must 
be able to provide every users ID number, telephone number, and address if the po-
lice request them.35 In Egypt, Internet cafes must be licensed by the government, 
although what the requirements and stipulations of obtaining a license are un-
clear.36 Additionally, although no formal policy demands it, Internet cafe owners are 
often coerced through licensing raids into recording customer IDs and maintaining 
them on file. The records are not sent to a central database.37 In Iran, ISPs are lia-
ble for their users’ activity, and are also responsible for recording all user informa-
tion and IP addresses.38 All Internet traffic is also routed through the Telecommuni-
cations Company of Iran, so it can easily be monitored.39 In Syria, although other 
ISPs are available, users wishing to use the government-owned Syria Telecommuni-
cation Establishment (STE) must apply with their government issued identity card 
and supply their username and password.40 Internet cafes are also heavily mon-
itored, with cafe managers required to take customers’ personal information (up to 
and including mother’s and father’s names) and to keep a record of what sites their 
customers visit. Additionally, cafe managers must report any overtly illegal activ-
ity.41 Just like in China, all these identification and tracking requirements must 
lead to self-censorship of politically sensitive speech. 

II. In the United States, a government-mandated Internet identification re-
quirement would likely violate the First Amendment. 

Anonymity is an important protection to shield the speakers of unpopular or con-
troversial opinions. It is settled law that the First Amendment incorporates a right 
to speak anonymously.42 A government mandated identity requirement would pose 
a significant threat to the ability of users to engage in political speech online. In 
order to place such a burden on the ability of individuals to express political speech, 
the government must show that the proposed burden is the least restrictive means 
of advancing an overriding state interest. Under this standard, a program to deter 
and investigate cyber attacks in which all users are required to identify themselves 
before accessing the Internet is unlikely to be constitutional in practice. 

A. The First Amendment protects the right to speak anonymously online. 
Anonymous and pseudonymous speech has a long history in the United States. 

Before the American Revolution, much political writing was distributed in the form 
of anonymous pamphlets and later, during the debate surrounding adoption of the 
Constitution, the Founders published essays under names such as ‘‘Publius,’’ ‘‘Cato,’’ 
and ‘‘Brutus.’’ 43 In light of this history, the Supreme Court has recognized a First 
Amendment right to anonymous political speech.44 As the Supreme Court said in 
the McIntyre case, while this right to remain anonymous ‘‘may be abused when it 
shields fraudulent conduct. . .our society accords greater weight to the value of free 
speech than to the dangers of its misuse.’’ 45 Courts have also recognized that in the 
area of speech, the interest in anonymity outweighs other competing interests, such 
as the interests in preventing fraud, false advertising, and libel. 46 

In the current age, the Supreme Courts has recognized the important role the 
Internet plays as a means of communication.47 People use the Internet for a wide 
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range of political and social purposes.48 Through the use of the Internet, ‘‘any per-
son with a phone line can become a town crier with a voice that resonates further 
than it could from any soapbox.’’ 49 Anonymity is an important part of Internet com-
munication. ‘‘The ‘ability to speak one’s mind’ on the Internet ‘without the burden 
of the other party knowing all the facts about one’s identity can foster open commu-
nication and robust debate.’’ 50 Knowing they might face retaliation, ostracism, or 
embarrassment, users were forced to identify themselves before engaging in speech 
on the Internet might be deterred from expressing unpopular ideas or seeking sen-
sitive information.51 As a result of the Internet’s importance as a communication 
tool, courts have extended the protections of the First Amendment, and specifically 
the right to anonymity, to online speech.52 

B. Courts have found broad identification requirements on Internet use to violate the 
Constitution. 

A broad requirement for all users to identify themselves before being able to ac-
cess the internet would almost certainly be considered overbroad, insufficiently nar-
rowly tailored to achieve its purpose, and unconstitutional. In ACLU v. Miller, the 
Northern District of Georgia considered a state law that criminalized knowingly 
transmitting data while falsely identifying oneself.53 The state asserted that the 
statute’s purpose was fraud prevention. The court agreed that this was a compelling 
interest, but held that the statute was not sufficiently narrowly tailored to achieve 
its purpose because the statute would apply whenever anyone falsely identified 
themselves, even when there was no intent to defraud or deceive. Furthermore, the 
court noted that ‘‘the act prohibits such protected speech as the use of false identi-
fication to avoid social ostracism, to prevent discrimination and harassment, and to 
protected privacy. . .’’ 54 As a result, the court held that the statute was overbroad 
and unconstitutional. 

Whereas Miller merely prevented people from falsely identifying themselves, in 
Doe v. Shurtleff the state of Utah sought to require a convicted sex offender affirma-
tively submit his ‘‘internet identifiers’’ to the state for inclusion in its sex offender 
registry. This would include all of the offender’s email addresses, chat user names, 
instant messaging names, social networking pages, and passwords. Once the infor-
mation was submitted, there were no restrictions on how the Department of Correc-
tions could use or disseminate it. There were no statutory limits which prevented 
the Department of Corrections from ‘‘using the information to reveal the identity of 
a registrant who had spoken online in a non-criminal manner, or to release the in-
formation to others who wish to do so.’’ Although he was a convicted sex offender, 
Doe retained his First Amendment right to speak anonymously online and the stat-
ute implicated criminal and protected speech alike.55 Thus, the court held that the 
statute was not sufficiently narrowly tailored to achieve its purpose of protecting 
children from Internet predators and investigating online crime.56 

These two cases show that where the government attempts to install a mandatory 
identification requirement without limits as to how the information can be used, the 
courts are likely to strike the requirement down as overbroad and unconstitutional.
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C. Courts have only found Internet identification requirements to be constitutional 
in extremely limited circumstances involving convicted sex offenders. 

The only courts that have found Internet identification requirements not to violate 
the Constitution have been considering extremely limited situations involving the 
tracking of convicted sex offenders on specific websites. The best example of this is 
the sequel to the Shurtleff decision. After the original decision, the Utah legislature 
went back and amended the statute requiring the sex offender to submit his Inter-
net identifiers to include new limits on how the information could be used and dis-
seminated. The Department of Corrections would only be able to use the information 
‘‘to assist investigating sex-related crimes.’’ 57 In accordance with Utah’s Govern-
mental Records and Management Act, they would also be able to disclose the infor-
mation to the subject of the record, to anyone authorized by the subject, or when 
the information is subject to a court order or legislative subpoena. With these new 
restrictions in place, the court held that the identification requirements ‘‘no longer 
intruded into Doe’s ability to engage in anonymous core political speech.’’ 58 Because 
the information could no longer be used to monitor Doe’s speech, the chilling effect 
on his speech was diminished and the registry was in compliance with the First 
Amendment.59 

In a similar case, White v. Baker,60 the court struck down a requirement for sex 
offenders to submit all of their Internet identifiers as overbroad, however, it pro-
vided suggestions for how such a statute would pass constitutional muster. The 
court held that the Georgia statute at issue went wrong by requiring all of the of-
fender’s Internet identifiers. First, the court noted that ‘‘a regulatory scheme de-
signed to further the state’s legitimate interest in protecting children from commu-
nication enticing them into illegal sexual activity should consider how and where 
on the internet such communication occurs.’’ 61 A requirement to turn over all Inter-
net identifiers would include an offender’s identification on blogs or on shopping 
websites where communication with children would be unlikely or impossible.62 Fur-
thermore, there were few limits as to how the information, once submitted, could 
be used or disseminated.63 The statute allowed the information to be used for unde-
fined ‘‘law enforcement purposes’’ and even to be disclosed to the public. This opened 
up the possibility that the offender’s speech could be monitored by government or 
private citizens, disclosing protected speech that the offender chose to engage in 
anonymously.64 Concluding the opinion, the court noted that, because the state had 
a compelling interest, it had the ability to enact regulation, provided it was suffi-
ciently narrowly targeted at the kind of interactive communications that entice chil-
dren into illegal sexual conduct and the disclosure provisions of the statute were 
narrowed.65 

Investigating cyber attacks is a broad use compared to investigating sex crimes 
and one could easily imagine it turning into monitoring of political speech on anony-
mous message boards or similar communications platforms. This would be an espe-
cially prevalent concern if the government required individuals to submit all of their 
Internet identifiers, as in White. Finally, there would be the ever-present specter of 
a data breach in the government’s database, thereby risking the exposure of the 
identities and activities of all Americans on the Internet. Given the difficulties in 
narrowly tailoring the law to meet some ill-defined interest in cyber attacks, a man-
datory identification scheme for Internet use may be possible, but it would probably 
be unconstitutional in practice.

III. Most research makes clear that attribution techniques have significant 
limitations. 

So far, I have described how countries will deploy Internet attribution techniques 
for purposes unrelated to cyber security. I have also suggested that it would be un-
constitutional for the United States government to impose an identity requirement 
for Internet users in the United States. Still, there is a clear need in the instance 
of a cyber attack or other types of malicious Internet use to determine the source 
of an attack. As one commentator has said, ‘‘[w]ithout the fear of being caught, con-
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victed and punished, individuals and organizations will continue to use the Internet 
to conduct malicious activities.’’ 66 But the problem is not easily solved. As Internet 
security expert Bruce Schneier has bluntly stated: 

Any design of the Internet must allow for anonymity. Universal identification 
is impossible. Even attribution—knowing who is responsible for particular 
Internet packets—is impossible. Attempting to build such a system is futile, and 
will only give criminals and hackers new ways to hide. . . .
Attempts to banish anonymity from the Internet won’t affect those savvy 
enough to bypass it, would cost billions, and would have only a negligible effect 
on security. What such attempts would do is affect the average user’s access to 
free speech, including those who use the Internet’s anonymity to survive: dis-
sidents in Iran, China, and elsewhere.67 

As I said earlier, improved attribution techniques may chill speech, including dis-
senting speech in repressive political and organizational regimes. This has been ac-
knowledged by many of the current participants in the cyber security debate. One 
group stated that the absence of attribution, or ‘‘non-attribution,’’ can be ‘‘vital to 
protecting radical ideas and minority views in oppressive regimes,’’ 68 and cautioned 
that the ‘‘[m]echanisms developed to facilitate attribution must enforce non-attribu-
tion for the purposes of sharing opinions and ideas.’’ 69 Another group pointed out 
that attribution exposes political dissidents and whistleblowers to potential repris-
als.70 The Department of Homeland Security has itself made clear the need to bal-
ance attribution against the need for anonymity and free speech.71 

Second, no matter how good attribution technologies are, attribution will probably 
still fail to identify the most sophisticated attackers. In the words of one expert 
group, ‘‘[w]hile anonymizers can be defeated in theory, there are numerous practical 
difficulties to achieving attribution when a sophisticated user desires anonymity.’’ 72 
Another commentator notes that ‘‘[s]mart hackers . . . route attacks through coun-
tries with which the target’s government has poor diplomatic relations or no law en-
forcement cooperation, and exploit unwitting, third-party networks.’’ 73 Because so-
phisticated attackers often obscure their trail by routing activities through multiple 
countries, complete attribution capability would require the implementation of co-
ordinated policies on a near-impossible global scale. 

Finally, improved attribution techniques will probably not be effective against 
non-state enemies, such as the al-Qaeda terrorist network. As an initial matter, 
non-state actors are unlikely to have access to the resources necessary to launch 
successful cyber attacks. As Mr. Knake has said ‘‘al-Qaeda lacks the capability and 
motivation to exploit. . .vulnerabilities’’ in our country’s critical infrastructure.74 

On the other hand, some scholars believe that terrorist groups may well have ac-
cess to the sort of sophisticated computer technologies needed to conduct 
cybercrime.75 Even if terrorists could get their hands on the tools needed to launch 
a successful cyber attack against the United States, improved attribution techniques 
probably wouldn’t help us deter them because one of the biggest problems with non-
state terrorists is that they aren’t deterred by the threat of retaliation. 

The National Research Council (‘‘NRC’’) recently undertook an extensive review 
of cyber security and considered the problem of attribution in several instances.76 
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The NRC identified three reasons that deterrence by retaliation may be particularly 
ineffective against non-state actors: 

First, a non-state group may be particularly difficult to identify. . . . Second, 
a non-state group is likely to have few if any information technology assets that 
can be targeted. Third, some groups. . .regard counterattacks as a challenge to 
be welcomed rather than something to be feared.77 

The NRC concluded:
The bottom line is that it is too strong a statement to say that plausible attribu-
tion of an adversary’s cyberattack is impossible, but it is also too strong to say 
that definitive and certain attribution of an adversary’s cyberattack will always 
be possible.78 

Based on our review of the costs and benefits of attribution techniques, there are 
a few key points to consider:

• The attribution of cyberattacks would greatly assist in facilitating counter-
attacks.

• The law of war requires an attacked body to attribute the initial attack before 
a counterattack will be permitted.

• Improved attribution methods would probably increase the ability to deter at-
tacks; however, deterrence would only be effective against individuals or 
groups who fear retaliation.

• Attribution of activities carried out over the Internet is extremely difficult, 
and in many cases impossible, to achieve.

• Improvements to attribution methods will most likely fail to prevent tech-
nically sophisticated attackers from hiding their identity.

• Because Internet activity may be routed through multiple countries, including 
those with limited network security resources, complete attribution capability 
will require the implementation of coordinated policies on a near-impossible 
global scale.

• Improved techniques for achieving attribution of Internet activities will chill 
dissenting speech in repressive political and organizational regimes.

• Critical infrastructure administrators ought to be more concerned about vul-
nerability to internal attacks than about vulnerability to attacks from the 
outside.

Conclusion 
Steve Bellovin, another security expert, noted recently that one of risks of the new 

White House plan for cyber security is that it places too much emphasis on attribu-
tion.79 As Dr. Bellovin explains: 

The fundamental premise of the proposed strategy is that our serious Internet 
security problems are due to lack of sufficient authentication. That is demon-
strably false. The biggest problem was and is buggy code. All the authentication 
in the world won’t stop a bad guy who goes around the authentication system, 
either by finding bugs exploitable before authentication is performed, finding 
bugs in the authentication system itself, or by hijacking your system and abus-
ing the authenticated connection set up by the legitimate user.80 

While I believe the White House, the Cyber Security Advisor, and the various par-
ticipants in the drafting process have made an important effort to address privacy 
and security interests, I share Professor Bellovin’s concern that too much emphasis 
has been placed on promoting identification. 

I also believe that online identification, promoted by government, will be used for 
purposes unrelated to cyber security and could ultimately chill political speech and 
limit the growth of the Internet. Greater public participation in the development of 



118

this policy as well as a formal rulemaking on the White House proposal could help 
address these concerns. 

Thank you for the opportunity to testify today. I will be pleased to answer your 
questions.
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Chairman WU. Thank you very much, Mr. Rotenberg. 
Now it is in order for questions, and first I want to note that we 

in Congress sit on multiple Committees, and as is frequently the 
case where there are two flies flying in the Grand Canyon, they col-
lide, and I have votes occurring right now in my other Committee 
and I will have to excuse myself after asking this first set of ques-
tions, and I aspire to come back because this is a very, very impor-
tant topic that I care about very much. 

Secondly, I would like to welcome our friends from Russia TV 
Today. I understand that Russia TV Today has also broadcast one 
of our NASA hearings. It is not unusual for foreign media to take 
a stronger interest in topics of importance to the United States 
more so than American media does at times, and we welcome our 
Russian friends. But we also want to note that the usual process 
is to accredit into the Committee prior to attendance, but you are 
welcome to stay today. 

Now, I think that each of the witnesses referred to both in your 
spoken and oral testimony that there may be some limited role for 
deterrence and that there may be some greater role for attribution 
in protecting legitimate interests on the Internet, but that both de-
terrence and attribution to different extents are overplayed in the 
current discussion. I would like each of the witnesses to the extent 
you can or want to address first that opening query about deter-
rence and attribution. 

Mr. ROTENBERG. Well, I will jump right in and I am sure the 
other witnesses will make comments. I cited in my testimony the 
conclusion of the National Research Council report because I 
thought this was a very thoughtful point they were making, par-
ticularly with non-state actors. They said attribution would be dif-
ficult. We are talking about entities that are typically outside of 
the United States so you would need an attribution technology that 
is global, not easy to identify outside the United States, not much 
of a technical infrastructure, which means that there is not much 
opportunity to respond, and with some of the non-state actors, it 
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is not even clear they wouldn’t mind being identified. It is almost 
the exact inverse of the model that we had during the Cold War 
in our relationship with the Soviet Union, and I think the National 
Research Council report makes this point very well. 

Mr. GIORGIO. Yes, I would like to add, even in the hearing back-
ground that was put together by the staff, we talk about attribu-
tion not only from a point of view of identifying the person who is 
on the other side but perhaps just identifying at least the location 
they are coming from. So if you have a purist view of attribution, 
I certainly agree that it is extremely difficult technologically to 
guarantee you know who the human person is on the other end, 
but that doesn’t mean that some attack attribution technology 
wouldn’t give us lots of information which could be used for other 
purposes such as shutting down the computer at the other end 
independent of who is on it. Thank you. 

Dr. WHEELER. If I may speak as well, as I noted earlier, there 
is no possibility of having absolutely perfect defenses, so I believe 
there is value for attribution. On the other hand, we have to admit 
that attribution itself is difficult and there are some serious limita-
tions to that as well. You know, attackers can cause attacks to be 
delayed and perform their attacks through lots of intermediaries 
and often can make it very difficult to attribute when they don’t 
want to be attributed. And so basically I think computer network 
defense shouldn’t depend on attribution, it should be part of a larg-
er strategy having basically multiple tools in the toolbox. 

Mr. KNAKE. The only comment I would add is that for the last 
decade our strategy for preventing another major terrorist attack 
on U.S. soil has both been effective and does not in any way mate-
rially rely on deterrence so I think that may be a better model for 
how we deal with the cyber threat, to focus on prevention, to focus 
on protection, to focus on resiliency rather than to focus on trying 
to deter cyber actors. The only other point I would make is that in 
a lot of cases we don’t lack attribution, we lack response options. 
We don’t know what we should do when we discover that the Chi-
nese have hacked into Google in 30 other countries. We seem to 
have fairly good evidence that they did that. We have traced the 
attack back. We have then asked for an explanation and we have 
not received it. I am not sure how better attribution one further 
layer down would help resolve that problem. Similarly, with French 
intelligence or Russian criminals, Nigerian scammers, we know 
their national origins. We simply lack response options and a 
mechanism for cooperating and requiring cooperation internation-
ally. 

Chairman WU. Thank you very much. Because there are votes 
going on and not only votes for me in my other Committee but I 
am told close votes, I am going to ask one further question and 
then I am going to step out and aspire to return promptly after 
those votes. 

Thank you for your answer to the deterrence and attribution 
question and its utility. Following up on that, I think several of 
you, perhaps all of you have noted that to the extent that there is 
a deterrent utility and that there is a capability for attribution, 
that there is also potentially or there is a drastic effect on speech 
and free flow of information, and I think, Mr. Giorgio, you stated 
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in your written testimony that there is a necessary tradeoff, and 
I don’t know if others put it quite that crisply, but can you address 
that issue to the extent that we put attributability capability into 
the backbone of the Internet that we would be decreasing anonym-
ity, freedom of speech and freedom of inquiry? Whoever wants to 
start with that. 

Mr. GIORGIO. Chairman, since you referenced me, let me also say 
that I do believe that we need protocols with a lot more privacy in 
them, and I am very troubled by the situation today because frank-
ly a lot of people learn information about us that they shouldn’t 
need to know in, for example, a financial transaction. So it is very 
important that we build new protocols to protect anonymity or pri-
vacy, I should say, when it is called for. 

Mr. ROTENBERG. I should say also, Mr. Chairman, that many 
businesses that operate on the Internet have identification require-
ments. In fact, there is a big controversy right now involving the 
company Blizzard, which offers World of Warcraft, and they are 
now requiring the use of true names for people who come in the 
forums and it has, you know, provoked a big discussion about, you 
know, identity requirements as a way to make people a little more 
hospitable online, but the key point here is that whatever decisions 
private companies might make about identification is really very 
different from a government-mandated identification requirement, 
because what a government-mandated identification requirement 
does is basically hold out the specter that if you say something that 
is unpopular and the government can trace it back to you, the gov-
ernment can hold you accountable, and I think that is really anath-
ema to our view in the United States of freedom of expression, and 
so it concerns us, of course, that a government-mandated identifica-
tion requirement wherever it may be imposed in the world could 
have a similar impact on political speech. 

Mr. KNAKE. I think I would echo those comments, but I would 
also add that I see the equation in need of being reversed. I actu-
ally think government needs to do a better job of protecting the pri-
vacy of users in the commercial arena. That is where the biggest 
threat to privacy is today. The reliance on anonymity, which is still 
very, very useful for protecting freedom of speech and is useful for 
protecting freedom to access information, is not useful in the con-
text of communicating, banking and interacting the way we do on-
line and increasingly commercial web operators are tracking their 
users without telling them by downloading cookies onto their com-
puters, some very insidious forms, and using other geolocation 
technologies that your browser, your computer, your Internet serv-
ice provider and the services that you are using online are all by 
default not going to tell you that that is going on so essentially you 
surrendered your anonymity without knowing it, and in my view, 
government needs to step in to create some form of disclosure that 
is upfront and obvious to the average Internet user that for the 
free content they will be tracked and that will be used to target ad-
vertising at them. 

Dr. WHEELER. If I may jump in also, first of all, getting back a 
little bit to the original question, clearly attribution technologies 
have potential to greatly harm anonymity, pseudonymity, privacy 
and so on but it is not the same for all the different technologies. 
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Some technologies are much riskier than others. I cite probably the 
more egregious example, recording every bit that goes back and 
forth between a user and everything else has radically different ef-
fects than storing much smaller pieces of information, you know, 
fingerprints and so on. So depending on what is stored and how it 
is stored makes a big difference on the effect on anonymity and pri-
vacy and pseudonymity. 

Mr. GIORGIO. May I make an additional——
Chairman WU. Mr. Giorgio, yes. 
Mr. GIORGIO. Thank you. You know, I think credibility is very 

important when we decide who to listen to, so whether it is the dis-
tinguished Members of this Committee or my distinguished col-
leagues, when they speak, I want to listen because I know what 
they have gone to get to the position they are in today. So all of 
that is lost when people speak with anonymity, and so I would—
and even during emergencies, it would be very important to me, for 
example, if somebody who is reporting from ground zero if I have 
some confidence that they are actually at ground zero. So the credi-
bility of listening to what people have to say is tied up to some ex-
tent in being able to attribute who they are, what their past is, 
how they came to be in that position and why we should listen to 
them, and where they are. Thank you. 

Chairman WU. Thank you all very much. I am going to hand 
over the gavel to the gentlelady from Maryland, Ms. Edwards, and 
before I do that, I will recognize Mr. Smith for his questions. 

Mr. SMITH. Thank you, Mr. Chairman, and I appreciate the op-
portunity, and I would also like to briefly note that it is my under-
standing a follow-up hearing in which we hear from NIST, the Na-
tional Science Foundation and other relevant Federal agencies is 
under consideration, and I would certainly like to offer my support 
for holding such a hearing. 

Regarding the questions that I have, I was wondering if you 
could just share what you think are the best methods for tracing 
the attacks, anyone? Maybe start with Dr. Wheeler. 

Dr. WHEELER. That actually turns out to be more difficult than 
you’d like. I would like to give you a very simple, ‘‘there it is, there 
is the one solution,’’ and of course, life is often more complicated 
than we wish it could be. Actually, what is intriguing, when I start-
ed writing this particular paper that I mentioned earlier and I sub-
mitted as testimony, I didn’t expect there to be many different pos-
sibilities to do this, and it turned out in fact there are a very large 
number, and although I haven’t worked on this particular area 
more recently, the number can only go up. So there turns out to 
be a remarkably large number of ways, and unfortunately what it 
really turns out to be is, I suspect people aren’t surprised when you 
go to technologies, there are various tradeoffs. Some of the tech-
niques are particularly helpful for tracking down what is called de-
nial of service attacks. You are being attacked, sent a lot of mes-
sages, maybe from many different places, and there is basically 
constant streaming of data. In that case, the very fact that some-
one is constantly sending messages to you and trying to overwhelm 
your systems means that you can try to track back, ‘‘well, I just 
wait for the next one and start looking backwards that way,’’ for 
example. But of course, those techniques that depend on that don’t 
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work for many kinds of attacks where in fact that isn’t what hap-
pens, it is a few messages and all of a sudden your systems are 
down or something terrible has happened. So I don’t believe there 
is a single answer. There is a set. And one other good thing about 
that from the point of this particular hearing is that some of them 
are much more egregious or concerning in terms of privacy and at-
tribution. Probably one of the more extreme examples I guess 
would be what is informally called hack backs where you actually 
say, ‘‘I am being attacked, I am breaking into the computers back-
wards to find out where that comes from.’’ Unsurprisingly, that is 
severely restricted by U.S. laws, as well it should be. But some-
times, particularly if those systems are under control of outside 
powers and it is really critically important and nothing has been 
pre-positioned that may be one of the few techniques available. 

I will quickly note, though, that a number of these techniques 
fundamentally require pre-positioning. You can’t wake up in the 
morning and say, ‘‘I would like to know where this attack came 
from.’’ Many of these techniques require systems to be already in 
place before you can do the attribution, and I think that is one of 
the reasons why discussions and hearings like this are necessary, 
because if we the United States wish this kind of capability, we are 
going to need to put things in place and thus that requires this 
kind of discussion that we are having today. 

Mr. SMITH. Thank you. 
And since I have limited time, I also want to note, Mr. 

Rotenberg, in your testimony you said that no matter how good at-
tribution technologies are that it will probably still fail to identify 
the most sophisticated attackers. So I guess I have to ask the ques-
tion, are our efforts futile, and if other attribution technologies will 
not be able to get the job done, what are the other options for pro-
tecting us from cyber attacks? 

Mr. ROTENBERG. Congressman, thank you for the question. I 
don’t think they are futile, and I think it is important particularly 
for us to improve our security through education and open stand-
ards. I think it is important to develop better forensic techniques 
so it is possible to trace back attacks, as Dr. Wheeler described. I 
will also mention that, you know, one of the key problems here 
which was uncovered in a workshop shortly after 9/11 that I par-
ticipated in where people were talking about attribution, Admiral 
Poindexter brought us together and said well, how do we solve this 
problem, and someone said well, you could, you know, hash a per-
son’s unique DNA against every keystroke so that everything that 
went from your keyboard, every single stroke was uniquely defined 
to, you know, tied to a biometric identifier, and people said ‘‘wow, 
we have solved the attribution problem, isn’t that great,’’ and some-
one said ‘‘well, what if you have a guy standing next to the user 
with a gun telling someone who is authorized to type into the key-
board, now what do you do?’’ In other words, you can have perfect 
attribution in a hostage situation, and by the way, probably a good 
plot for a movie, and still not be able to prevent a smart attacker, 
which I think reveals really how difficult this challenge is. I am not 
saying we shouldn’t improve security or pursue good forensic tech-
niques. I just think it would be a mistake for practical reasons in 



123

addition to human rights reasons to place too much emphasis on 
attribution. 

Mr. SMITH. Okay. Thank you. 
Ms. EDWARDS. [Presiding] Thank you, and thank you to all the 

witnesses today. I just have basic questions kind of as a consumer. 
All these questions revolve around balancing the need for security 
against the protection of privacy and so where do you strike that 
balance. 

Mr. Rotenberg, I wonder if you could tell me, almost every 
website on the Internet uses cookies to collect data over activity. 
As a consumer I know I get to make a decision, do I really want 
to type in all of that personal information that they ask me or go 
through the list of things until I find out that I actually don’t have 
to give them that information at all unless, if I check the box way 
down at the bottom after scrolling and scrolling and scrolling, and 
then you get free services in exchange for turning over all of your 
information and so there are instances, for example, where the 
user wants to do that and so they make a decision. There are other 
instances for some reason to get something sent to your home, the 
commercial enterprise has to have it, otherwise they can’t mail 
what it is that you want. And so how is that the need to protect 
the user privacy being as important as it is can the Federal Gov-
ernment help me, the average Internet user, understand what my 
options are and what the consequences are for sharing that infor-
mation, for sharing it at that moment, but also the longer term 
consequences once that information is housed someplace or other or 
shared with some other source? 

Mr. ROTENBERG. Congresswoman, thank you for the excellent 
question. While on the national security side I imagine there is a 
sense that there is not enough attribution, I can tell you on the 
consumer side, there is a sense that there is way too much attribu-
tion, which is to say that when someone does a Google search, you 
simply type in, you know, apartments, Virginia, because you are in-
terested in trying to find an apartment in Virginia. I bet no one 
has any understanding or very few people do that at that moment 
in time Google will record the time and the day when the search 
was made, the search query, the cookie tied to the user ID. If they 
have a unique identity, the IP [Internet Protocol] address for the 
device, that will also be recorded. All of this information will be col-
lected and stored by the company for every single search and kept 
for months and maybe years building this enormous profile, and 
from the privacy perspective, we think that is very invasive. It 
even creates some security risks if the information is misused. In 
fact, part of the great concern about network vulnerability, Google’s 
experience in China was that they essentially lost control over a lot 
of sensitive information because of internal vulnerabilities that 
were exploited. That information that they lost control of included 
a lot of personal data on Google users. So we think on this side, 
the government actually has a role in protecting consumer privacy 
by limiting the amount of data that is being collected and giving 
people more control over that data. 

Ms. EDWARDS. Thank you. 
And then Mr. Giorgio, you mentioned in your testimony that the 

bulk of the privacy concern is actually directed at our own govern-
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ment. I was reading, I think just in the last day or so, about the 
National Security Agency program, Perfect Citizen, and while there 
is this need obviously to safeguard our infrastructure, whether it 
is our nuclear plants, the power grid, etc., there is a concern that 
using a tool like that could then really impede on all of our indi-
vidual privacy giving up that anonymity that you have described 
as a constitutional protection but we have to rely on the govern-
ment to really protect us from all the bad actors. So I wonder if 
you could discuss the difficulties in achieving both security and pri-
vacy, especially when the bad guy of one concept is the protector 
of the other and in an environment where if the bad guys are oper-
ating in concert, that is kind of one thing, but we have a whole 
bunch of just bad actors, whether they are from Nigeria trying to 
get my mother’s money or from someplace else, and those set of ac-
tors may be uncoordinated, they may be individuals, and to draw 
a national security concern around trying to protect against those 
kind of actors is, I think, a little complicated. 

Mr. GIORGIO. Yes. Thank you, Congresswoman. I couldn’t agree 
more. When Mr. Rotenberg just made his point, I agree with him 
that we may fear government least of all. It is these companies 
who have all these databases that are a true threat to us. And if 
we look at what is happening in many of these databases that are 
being collected, for example, all the databases that bind our phys-
ical location to our use of wireless devices such as cell phones, 
these are all in the hands of the private sector, and it is quite easy, 
and in this country they are in the hands of the private sector. I 
wouldn’t go overseas and wander about with a cell phone turned 
out, you know, if I wanted to protect my anonymity or privacy, and 
so I see it over and over again that there is a myriad of bad actors 
out there, the least of which may be government, and as you point 
out, government does have a role to protect our critical infrastruc-
ture but I am not sure they are the greatest threat to our privacy. 

Ms. EDWARDS. Mr. Rohrabacher, I think you are up. 
Mr. ROHRABACHER. Thank you very much. 
You know, the last point that was made was very interesting. If 

you are in a relatively free society, that may be true. In a relatively 
dictatorial society, the opposite is true. And the idea of how you—
what you demand of people who involve themselves in this arena 
of affairs in a society, it is a very complicated issue and it is, for 
example, where I happen to believe in the maximum degree of indi-
vidual freedom. I can also understand that in France, for example, 
they don’t want to say women shouldn’t wear a burka, all right, but 
there are some national security implications to that rather than 
just cultural implications as well. We don’t permit people to go 
around hiding their identity as they are walking around the street, 
or do we? Do we in this society? 

Mr. ROTENBERG. Well, it is a very interesting point, Congress-
man. Actually the United States unlike most other countries does 
not allow its police to ask people on the street to present identity 
documents. 

Mr. ROHRABACHER. Right. 
Mr. ROTENBERG. There actually has to be some suspicious activ-

ity that provides a reason for the police to be able to say to some-
one, may I see, you know, some identification. It is not true in most 
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countries. In many countries, you can be asked without suspicion 
to identify yourself. 

Mr. ROHRABACHER. I am wondering if a person wearing a mask, 
if that would be suspicious activity. 

Mr. ROTENBERG. Yes, it is, and we actually do have anti-mask 
laws in many states in the United States, so that is generally not 
permitted. But as for your identification, that is something that we 
tend to allow people to keep to themselves. 

Mr. ROHRABACHER. This is of course what we are talking about, 
cyber attacks. It is very similar to the idea, the challenge faced by 
the entertainment industry of people who are unlawfully making 
copies and downloads of material. I guess that is sort of a cyber at-
tack. Is there technology that any of you know about that you be-
lieve that—is this a technological solution rather than a govern-
ment regulatory solution? 

Mr. GIORGIO. So there are problems that require authentication 
and authorization, knowing who people are and what they have ac-
cess to do, and there is a tremendous amount of very good security 
research and in fact solutions today that provide these strong ac-
cess controls. Digital rights management, which protects music, 
you know, is one form of those controls. The goal of those controls 
is not dissimilar to the DoD goals of trying to protect information. 
So as technology gets developed in various places, it is frequently 
leveraged for other purposes. 

Mr. ROHRABACHER. Is the technology solution a wall or is it a re-
taliatory strike, you might say, against someone who has come into 
your system? 

Mr. ROTENBERG. Well, in the copyright arena, it is actually a 
tracking technique. As Mr. Giorgio mentioned, digital rights man-
agement is much like a watermark and it basically allows an entity 
both to assign its ownership of a product, of a digital product and 
also identify who the appropriate user is. So if it is in the posses-
sion of someone who didn’t properly acquire the song or the movie, 
they will essentially be tracked down through that digital water-
mark. 

Mr. ROHRABACHER. Is it possible in dealing with the hackers and 
dealing with these types of cyber attacks to have a situation if 
someone doesn’t have an authorization to be where they are elec-
tronically that there is an instant retaliation against their own 
equipment, meaning a disintegration of the system that is the vehi-
cle for this aggression? 

Mr. GIORGIO. So that capability is possible. You know, whether 
or not it is actually done anywhere, I don’t know. 

Mr. ROHRABACHER. Is that something that we should strive for? 
Dr. WHEELER. This is David Wheeler. Is it possible? I agree with 

him, yes. Should we do it? I would be extremely hesitant. As I 
noted in my paper, attribution is something that although it can 
be done, there is also the risk of misattribution, and indeed, for 
some attackers, that may be actually their primary goal is to try 
to accomplish misattribution, perform their attack and cause 
misattribution of the attack. 

Mr. ROHRABACHER. Oh, I see. 
Dr. WHEELER. And so therefore that doesn’t mean under no pos-

sible circumstance could we never imagine this but I would be very 
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hesitant about installing such an automatic counterattack system 
generally for most kinds of—you know, certainly for military sys-
tems you want a human in the loop double-checking first. 

Mr. ROHRABACHER. Well, just one note, and I know my time is 
up after this, and I don’t know how to pronounce your—is it——

Mr. KNAKE. Knake. 
Mr. ROHRABACHER. Say it again. 
Mr. KNAKE. Knake. 
Mr. ROHRABACHER. Okay. I have surfer’s ear in this ear and I 

have trouble——
Mr. KNAKE. I am sorry. It is Knake. 
Mr. ROHRABACHER. Knake. You mentioned that efforts made 

after 9/11 actually identifying methodologies actually had a major 
impact in preventing another 9/11. I would suggest it is not just 
identification, however. It is identification and retaliation. If we 
just had identified potential al Qaeda terrorists since then and let 
them be, we would have had another 9/11. We aggressively sought 
them out and in some cases killed them, which was good, or sent 
them to Guantanamo, which is debatable, but there was actually 
an action taken so the identification isn’t the only step that needs 
to happen if we are to protect ourselves from the electronic type of 
aggression. You can answer that if you would like. 

Mr. KNAKE. Thank you, sir. I think that is absolutely right, and 
I think I would go a step further. Prior to 9/11, the United States 
roving ambassador for counterterrorism, Michael Sheehan, deliv-
ered a very stern message to the Taliban which was essentially, if 
we are attacked by al Qaeda who plan their attack on your soil, 
we will hold you responsible for that. The Taliban did not get that 
message until after 9/11 but we followed through on that. So essen-
tially we assigned responsibility to the Taliban for the activities 
carried out by a terrorist organization on their soil. Their failure 
after 9/11 to cooperate with apprehending bin Laden resulted in 
the invasion of their country. So I think it is actually very analo-
gous to the situation we want to move to in cyberspace where if 
a country refuses to cooperate in an investigation that attributes 
the attack to a system or an individual in their country, we in turn 
hold them responsible for it. 

Mr. ROHRABACHER. Thank you very much. That was very astute, 
and I appreciate you permitting me, Madam Chairman, the right 
of questioning because I am not a member of this subcommittee. 
But thank you for allowing me to do that. 

Ms. EDWARDS. Thank you, Mr. Rohrabacher. 
I just have one question. We are going to take one question. We 

have been called for votes. The Chairman will come back and so 
we are actually going to recess. He is on his way back and so I am 
just going to stall and ask my question. 

Mr. Giorgio, it is actually an important question. You discussed 
the need for standards in a lot of areas and you say that govern-
ment should actually invest in this development but allow stand-
ards development organizations like the Internet engineering task 
force to develop them through normal processes, but Mr. Knake 
has testified to the difficulties involved in using these processes to 
produce standards, specifically new protocols and advocates for 
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more government involvement. How can the Federal Government 
better protect the development of consensus-based standards? 

Mr. GIORGIO. So Mr. Knake is quite accurate on that point. It is 
extremely difficult to get these standards pushed through the 
standards bodies, even when various governments are behind 
them. So I think—but first and foremost we have to develop the 
technology that will allow us to propose those standards in the first 
place. In parallel, we have to work with the standards committees, 
however difficult that is, and try and influence the course of those 
standards. 

Ms. EDWARDS. Mr. Knake, there are just so many different agen-
cies, though, whether you are talking about the DoD, the FBI, I 
mean, just all of these various agencies that all use so many dif-
ferent tools. I mean, it does feel very daunting to then create a 
standard for the multiple tools that are used within these agencies. 
Do you have any comment about that? 

Mr. KNAKE. I certainly would recognize the problem that you are 
highlighting. I think in a couple of areas, however, it is a narrower 
issue, particularly for the main suite of Internet protocols which 
are universal, and I think we have a fairly good set of what are 
the security problems with those protocols and how they should be 
addressed, essentially how do we secure them to a standard to 
which they cannot be abused but not to a standard in which attri-
bution becomes ironclad across the Internet, and so that is the area 
where I think we need to return to a situation of more government 
intervention. These protocols were initially developed for the De-
fense Department with U.S. government funding. I think a similar 
initiative now would be in order in an effort to address the 
vulnerabilities that were introduced in that original protocol suite. 

Ms. EDWARDS. Thank you very much, and I see the Chairman 
has returned and so I will let him take it from here, and thank you 
very much. 

Chairman WU. We have about seven minutes before Floor votes, 
and I frequently talk about having three rings going in this par-
ticular circus at any given time, at least when we are here in 
Washington, and that is why it takes more time when we are home 
in our districts because we can only do one thing at a time there. 
I have several more questions. If the minority does not, I will try 
to get my questions in before we go vote on the Floor, but let us 
see how we do. 

Based on both your spoken but particularly your written testi-
mony, I get the impression that you all are of the opinion that 
there is limited utility of any particular security technique, and 
that some combination of techniques would afford us potentially 
the best combination of security and privacy. Is that roughly accu-
rate? 

Mr. ROTENBERG. Yes. 
Dr. WHEELER. Yes. 
Chairman WU. Okay. If that is the case, is it further sort of what 

you overtly state or what you imply that perhaps we have a system 
of networks in our country or in the world which are best served 
by different degrees of security and privacy/anonymity, that is, we 
might set a different standard for those networks dealing with pub-
licly available information or journalism or blogs and opinions, we 
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might set a higher standard for networks dealing with utilities, the 
power grid or banking or financial transactions and we might set 
again an even higher standard for, let us say, DoD or NSA types 
of networks. Can you address that? 

Mr. ROTENBERG. Well, Mr. Chairman, I think there are a couple 
different ways to think about it. Certainly we have within the 
United States and in the military community, for example, secure 
networks that are essentially not connected to the public open 
Internet, but with respect to the public open Internet, I think as 
much as possible we want to keep systems connected because of all 
the benefits that the Internet provides and place the added security 
obligations at the end points. In other words, if there are applica-
tions or organizations or entities that have needs for enhanced se-
curity, for example, a password and user ID is a simple one, you 
know, place the responsibility there, and as much as possible main-
tain the common protocols of the public Internet for general use. 
Now, that is not to say, as I said at the outset, that clearly there 
will be segregated networks for specialized purposes but I am con-
cerned as, you know, Vint Cerf and others have expressed concern 
about the possible balkanization of the Internet if we start carving 
things up too much. Literally separating parts of the network out 
from other parts, we will lose a lot of the benefit. 

Mr. GIORGIO. Sir, I am on the DARPA [Defense Advanced Re-
search Projects Agency] oversight board with Vint Cerf on an issue 
related to this, and I completely agree with Mr. Rotenberg that, 
you know, we have to preserve as much as possible for common 
use, okay? However, when somebody is providing a service at one 
end of the network and somebody somewhere else in the world is 
trying to use that service, it is the responsibility of that endpoint 
to enforce the protocol that they will demand that person to use. 
So they might be on the same backbone but we might have very 
different protocols running through that and effectively have dif-
ferent networks, but we don’t want to physically separate them, 
and I think Marc said the same thing. 

Dr. WHEELER. If I can jump in here also, I very much by the way 
agree that there are different levels of anonymity, privacy desires 
comparing, say, the public Internet versus, say, you know, a net-
work inside the DoD that involves classified information or weap-
ons systems or something. You would expect a whole lot less ano-
nymity in the latter situation. I think the interesting thing is that 
there is somewhat odd good news that attribution often tends to be 
a lot easier against insiders. We were talking about this before 
while you were out, Congressman Wu, but many of these attribu-
tion technologies fundamentally require pre-positioning. You have 
got to put the technology in place ahead of time. That tends to be 
easier to do inside a smaller closed network. The DoD is of course 
large but nevertheless it is certainly not as large as, say, the 
United States as a whole or some such and therefore when you 
have a smaller network, you can treat it as inside an organization. 
It is much easier pre-positioning things. And so in that sense, at 
least, you can put attribution technologies available that perhaps 
at least will tell you well, he is inside and there he is, or he is out-
side and now at least maybe I should start closing off the gates for 
them to come inside. 
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Chairman WU. Some of you have addressed the need for stand-
ards for the operation of anonymity services like Hotspot Shield, 
and I think the argument is that because these services make it 
easier for folks to do all sorts of things anonymously that there is 
an interest in different forms of access or identifiers in order to 
gain this level of anonymity, and there may be a difference of opin-
ion on this issue and I would like to have that specifically ad-
dressed. 

Mr. ROTENBERG. Well, let me say that, you know, pure anonym-
ity means that you really can’t trace back to the user. Now, there 
are a lot of escrow-style configurations where you can allow people 
to conceal their public identity but still put a responsibility on a 
service provider to say, for example, with a warrant we now need 
to know who this person is and this isn’t true anonymity but it 
gives, you know, many of the elements of anonymity. Here is the 
hard problem. You know, true anonymity, which we think is impor-
tant, will protect the political dissident in a country that is hostile 
to the person’s views and may in fact imprison the person if his 
identity is known. Pure anonymity will also protect the pedophile 
who is trying to distribute images on the Internet and should be 
prosecuted and imprisoned. And do you see in this one tool, you 
know, there is one application that we would value very much and 
another application that we would try to prevent, and if we go the 
half step in and we say, well, maybe we should allow this through 
a pseudonym escrow service, it will be easier to catch the person 
engaging in the transfer of child pornography but it will also be 
easier to catch the human rights advocate. It is not a simple prob-
lem. 

Chairman WU. Well, that is what I was thinking about in read-
ing the testimony. One of the trapdoors is, if you get a legitimate 
judicial decree asking for identification in connection with a crime, 
well, we in our society would view pedophilia as very legitimate for 
such a judicial decree, and it is my impression that there are other 
countries where for what we view as vague crimes like breach of 
state security which can cover a whole host of activities that in this 
country we view as legitimate that that may result in the issuance 
of a valid judicial decree, and the question is, how does the third 
party respond to such a judicial decree which on its face these two 
decrees are indistinguishable? 

Mr. ROTENBERG. That is the dilemma. 
Mr. GIORGIO. I think we need to rely on other types of third par-

ties in these circumstances. It might be perfectly okay for me to 
positively identify myself to my identity provider but then perhaps 
that identity provider could enable me to talk to a search agent, 
for example, and maintain my privacy. The identity provider might 
be blind to everything I do and the search—the service doing the 
searching for me doesn’t know who I am but yet because that pri-
vacy is provided to me by a third party. 

Mr. KNAKE. I would only add that if what you are looking for is 
anonymity, there is a limited number of reasons that you really 
need that. It is freedom of speech, it is access to information. So 
restricting the ability to use these services for transactions can cut 
down on a lot of criminal behavior and a lot of network infiltration. 
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Chairman WU. If there is no further answer on this question, the 
rules of this Committee preclude us from recessing and recon-
vening without a minority Member present, and since that appar-
ently is not possible, I am going to adjourn this meeting momen-
tarily. I do want to point out—well, there are many additional 
questions, many additional topics to be covered. You all have pre-
pared very thorough presentations, and it is normally the practice 
of this Subcommittee in addition to asking many questions to give 
you all an opportunity to say anything in addition that has not 
been asked. We apparently will not have that opportunity today. 
There will be written inquiry of each of you. In particular I am cu-
rious as to the confidence that the legal analyses that some of you 
all have presented, your level of confidence since these are district 
court opinions, and I also want to commend the law clerks for hav-
ing done a fine job. I just want to add that I think there is enough 
material here for an interesting law review note or maybe several 
law review notes, and also in particular I would like to have ad-
dressed the role of international agreements, international stand-
ards and agreements about what constitutes a breach, what con-
stitutes an attack, and what kind of standards there should be for 
the various technologies for attribution or otherwise, and finally, I 
think that addressing the issue of standards in general needs to be 
further fleshed out. 

I want to thank you all for your presence, for your tolerance for 
the wrinkles in Congressional operation, and as I said to some of 
you before the hearing began, you prepared very, very thoughtful, 
thought-provoking and dense materials. It is as if I were trying to 
reduce to five or ten pages how Congress really works, the version 
that is not in your high school civics textbooks. It would require a 
lot of parsing of what is between the lines. 

I want to thank you all very much for being here today. The Sub-
committee hearing is adjourned. 

[Whereupon, at 11:19 a.m., the Subcommittee was adjourned.] 
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ANSWERS TO POST-HEARING QUESTIONS 

Responses by Dr. David A. Wheeler, Research Staff Member, Information Technology 
and Systems Division, Institute for Defense Analyses

Questions submitted by Chairman David Wu

Q1. Information sharing is critical for success in cybersecurity, whether it supports 
attribution of attacks or awareness of vulnerabilities. How important is it to 
have common nomenclature, common metrics, and standard sharing methods 
for success in information sharing? How should these different elements be de-
veloped, which government agencies should be involved, and what roles should 
they play throughout the process?

A1. In any technical endeavor it is important to have some common nomenclature, 
common metrics, and standard sharing methods in the areas most important to the 
task. In many cases these should be developed through a partnership between gov-
ernment, industry, and academia. The government organizations that should be in-
volved should include those in charge of defending the country and/or involved in 
information technology (IT) standards. These government organizations include the 
Department of Defense (DoD), the Intelligence Community (IC), the Department of 
Homeland Security (DHS), and the National Institute of Science and Technology 
(NIST).
Q2. Many of you have discussed the need for new internet protocols to be built on 

the concepts of security, authentication, and attribution. What parties would 
help develop and implement these protocols and what would their roles be? Who 
would use these new protocols and would multiple protocols diminish the utility 
of the internet?

A2. I do not believe there is a need to replace the existing suite of Internet (‘‘TCP/
IP’’) protocols with radically different protocols. Even if this were desired, the cost 
and effort to make this switch would exceed any likely benefits. For example, orga-
nizations are currently adding support for version 6 of the Internet Protocol (IP), 
in addition to version 4, yet this minor change is taking more than a decade to com-
plete. Thus, instead of wholesale replacement, there is primarily a need to develop 
new protocols (for new functionality) that build on top of the existing protocols. In 
a few cases there may need to be extensions of existing protocols (to add new capa-
bilities) but this is still different from replacement. 

There are already standards-setting bodies whose purpose is to develop and pro-
mulgate Internet protocols, such as the Internet Engineering Task Force (IETF) and 
the World Wide Web Consortium (W3C). The government, industry, and academia 
should gather within these standards-setting bodies help develop the specifications 
of these protocols. Where attribution-related standards are involved, ‘‘attribution 
techniques that pose less danger to privacy should be the ones most encouraged.’’ 1 

The internet already has many protocols; as long as each protocol performs a spe-
cific task not performed by others, this is not a problem. However, having multiple 
incompatible protocols with the same functionality does bear the risk of diminish 
the utility of the internet, due to incompatibilities between parties. 

The key mechanism to countering such incompatibilities is for users to insist that 
their systems, including all network protocols, must be built using open standards. 
‘‘Standards should be publicly defined and held. This way, no single vendor controls 
others, permitting competition.’’ 2 Any patents possibly present on parts of the 
standard must be made irrevocably available on a royalty-free basis. This is because 
a ‘‘standard that cannot be implemented without a patent license gives a special ad-
vantage to the patent holder(s). Such patents constrain or prevent competition, and 
thus undermine the advantages of standards listed above’’ 3). There must be no con-
straints on the use and re-use of the standard (since such constraints would threat-
en to balkanize the Internet). The standard’s specification document should be avail-
able without fee over the Internet (the IETF and W3C already do this), enabling 
all to copy, distribute, and use the standard freely.4 
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Many attribution ‘‘techniques are immature and will require funding before they 
are ready for deployment. If the [government] wishes to have a robust attribution 
capability, it must be willing to fund its development and deployment.’’ 5 
Q3. Please discuss how the level of confidence can have an impact on the utility of 

attack attribution. Please relate the level of confidence to the spectrum of avail-
able responses including diplomatic, economic, cyber, and kinetic.

A3. Responses that are especially damaging or non-reversible, such as kinetic re-
sponses, should be avoided unless the attribution confidence is extremely high, typi-
cally through confirmation by multiple methods. 

One issue that must be kept in mind is that attackers may ‘‘wish to cause 
misattribution as their primary purpose, rather than actually be successful at the 
attack. For example, if there is already tension and conflict between two adversaries 
(e.g., two countries A and B), a third party (C) could try to attack one (A) and cause 
the attack to be misattributed to the other party (B). Thus, the third party could 
escalate a conflict between others simply by forging attacks.’’ 6 

Ideally, ‘‘an attribution process would also report the confidence level in the attri-
bution, but this information is often not available.’’ 7 In some cases, using multiple 
techniques and using techniques that resist misattribution can increase confidence. 
Fundamentally, however, ‘‘computer network defense should not depend on attribu-
tion. Instead, attribution should be part of a larger defense-indepth strategy.’’ 8 
Q4. Are there any other thoughts or issues you would like the share with the Com-

mittee on attack attribution and cybersecurity?
A4. As noted in my paper, a good first step would be to ‘‘change the terrain’’ of our 
computer networks so that attacks are less likely to be successful or are more dif-
ficult to hide. We need to harden our information technology (IT) systems (including 
clients, servers, and network components) to resist attack far better than they cur-
rently do. This is partly because this reduces the need for attribution, and partly 
because this makes them more difficult to exploit as intermediaries. We should 
harden our routers and hosts so that attribution is easier (e.g., limit the use of 
spoofable protocols and disable broadcast amplification/reflection). Finally, we 
should consider implementing network ingress filtering on government networks at 
all levels, so that data packets cannot cross between networks unless they truly 
could be from the claimed network.9 

We should decrease the number and impact of vulnerabilities in commercial soft-
ware (both proprietary and open source software) we use, via:

1. Education. We should try to ensure that all software developers know how 
to develop secure software. This knowledge includes knowing the common 
mistakes and methods to prevent these mistakes. Since the U.S. economy de-
pends on software and nearly all software connects to a network or uses data 
from a network, practically all software developers now need this knowledge. 
Unfortunately, secure software development education is often available only 
as an optional graduate-level course.

2. Improved tools and standards. We should enhance software development 
tools (such as programming languages and key libraries) and their standards 
so that writing secure software is much easier, mistakes leading to 
vulnerabilities are much less likely, and mistakes are easier to detect before 
the software is released to users.

The government should consider becoming even more involved in the development 
and deployment of open standards. It is currently government policy to encourage 
the use of commercial items where applicable, for reasons that are well-understood. 
However, commercial items are less likely to support government needs and con-
cerns if the standards they are based on were not developed with those consider-
ations. The government has unique needs and concerns, both as a user and as a 
representative for the people of the United States, including issues around 
cybersecurity, privacy, and anonymity. It should be noted that in some cases the 
government is already involved in standards development, and in some cases the 
government asks if the commercial products it buys meet the relevant standards. 
However, to ensure that commercial products will be suitable for its own use and 
use in the country, the government should ensure that it has ‘‘a seat at the table’’ 
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when key information technology standards are set, ensure that those standards are 
open standards, and require that the commercial items it purchases correctly imple-
ment the relevant standards.

Questions submitted by Vice Chair Ben R. Luján

Q1. The Fourth-generation of cellular wireless network standards being developed 
uses the internet protocol suite and would extend the internet to cellular devices. 
What are the implications of this 4G standard for this discussion on privacy and 
attribution?

The Internet protocols have long been demonstrated and used for wireless commu-
nication. Indeed, DARPA experiments in the 1970s demonstrated that packet radio 
networks could interact with other networks using protocols that eventually became 
the Internet protocols. However, I have not evaluated the 4G standards in depth for 
their implications on privacy and attribution, so I cannot give a specific answer 
about the 4G standards. If the government is concerned about the privacy or attri-
bution affects that 4G standards could have on itself or its citizenry, it should be 
involved in the development of those standards.
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ANSWERS TO POST-HEARING QUESTIONS 

Responses by Mr. Robert Knake, International Affairs Fellow, Council on Foreign Re-
lations

Questions submitted by Chairman David Wu

Q1. Information sharing is critical for success in cybersecurity, whether it supports 
attribution of attacks or awareness of vulnerabilities. How important is it to 
have common nomenclature, common metrics, and standard sharing methods 
for success in information sharing? How should these different elements be de-
veloped, which government agencies should be involved, and what roles should 
they play throughout the process?

A1. In my view, we need to move beyond information sharing as the answer to ad-
dressing cybersecurity. Along with ‘‘public-private partnerships’’, information shar-
ing has been called out as the solution to cyber security for the last two decades. 
The idea is that once companies and individuals are informed about threats and 
vulnerabilities, they will be armed with the information they need to improve secu-
rity. That was a good theory but it is one that has turned out to be proven wrong 
by the facts. Information sharing is in fact quite good in cybersecurity. At last count, 
there were more than thirty partnerships between the Federal Government and the 
private sector to share information on cyber security. The National Institute of 
Standards has done a excellent job of providing standard nomenclatures for policy 
makers and practitioners. Efforts such as the National Vulnerability Database and 
the Common Vulnerabilities and Exposures naming standard provide the technical 
means for exchanging information. Information sharing is good. It is getting better. 
We now need to take a hard look at why better information sharing hasn’t led to 
better cybersecurity and then develop remedies.

Q2. Many of you have discussed the need for new internet protocols to be built on 
the concepts of security, authentication, and attribution. What parties would 
help develop and implement these protocols and what would their roles be? Who 
would use these new protocols and would multiple protocols diminish the utility 
of the internet?

A2. I believe that the current iterative, consensus-based process through the Inter-
net Engineering Task Force for the development of protocols is broken. By way of 
example, look at DNSSEC. The security flaws in the Domain Name System (DNS) 
that DNSSEC is designed to address were first discovered in 1990. It took another 
decade to develop the first specification for DNSSEC. In 2010, we are just taking 
the first meaningful steps to implement the solution and it will likely take another 
decade for widespread adoption. In my view, government needs to set the goals, 
fund the research, and then require implementation. The argument that the pace 
of innovation is too fast for government regulators to keep up with is patently un-
true given the thirty-year timeframe to develop and implement DNSSEC. I believe 
that the U.S. government should layout a technical challenge to the IETF on a strict 
timeframe to develop a secure suite of protocols, fund the development, and require 
implementation.
Q3. Please discuss how the level of confidence can have an impact on the utility of 

attack attribution. Please relate the level of confidence to the spectrum of avail-
able responses including diplomatic, economic, cyber, and kinetic.

A3. With existing technologies, we can have a high degree of confidence in our abil-
ity to trace an attack back to a system. The difficulty is in determining both the 
originating system and the human at the keyboard. In almost every conceivable 
cyber attack, we will be able to trace the attack back to at least the first system 
and then ask the host country for assistance with further investigation. If they 
refuse, we can say with confidence that they are uncooperative and assign them re-
sponsibility. Ultimately, attribution back to the originator of the attack may take 
time, particularly for the President and Congress to authorize diplomatic, economic 
or kinetic responses outside the cyber domain; however, as in our response to the 
terrorist attacks of 9/11, we may respond ‘‘at a time of our choosing’’, once we have 
enough confidence to act.
Q4. Are there any other thoughts or issues you would like the share with the Com-

mittee on attack attribution and cybersecurity?

A4. Not at this time.
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Questions submitted by Vice Chair Ben R. Luján

Q1. The Fourth-generation of cellular wireless network standards being developed 
uses the internet protocol suite and would extend the internet to cellular devices. 
What are the implications of this 4G standard for this discussion on privacy and 
attribution?

A1. I am not familiar enough with this issue to provide a meaningful response.
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ANSWERS TO POST-HEARING QUESTIONS 

Responses by Mr. Ed Giorgio, President and Co-Founder, Ponte Technologies

Questions submitted by Chairman David Wu

Q1. Information sharing is critical for success in cybersecurity, whether it supports 
attribution of attacks or awareness of vulnerabilities. How important is it to 
have common nomenclature, common metrics, and standard sharing methods 
for success in information sharing? How should these different elements be de-
veloped, which government agencies should be involved, and what roles should 
they play throughout the process?

A1. Common nomenclature and metrics are extremely important to move the cur-
rent state forward. Standards have been very difficult to achieve in this area due 
to the vested interests of the private security service companies who want to develop 
these standards as their individual intellectual property and only make them open 
source after they have achieved sufficient market penetration. In some cases these 
private companies have no interest in standards at all because they don’t want their 
systems to easily interoperate with competitor systems as that might cause them 
to eventually be marginalized. This resistance can be overcome by government ac-
tivities such as the Security Content Automation Protocol (SCAP) currently under-
way by NIST, NSA, and others. 

SCAP details can be found on the NIST web site. In short, SCAP is a synthesis 
of interoperable specifications derived from community ideas and is initially focused 
on vulnerability management. Subsequent activity will expand to include compli-
ance, remediation, and network monitoring. Existing SCAP standards include Com-
mon Configuration Enumeration (CCE) , Common Vulnerabilities and Exposures 
(CVE), Open Vulnerability and Assessment Language (OVAL), Common Vulner-
ability Scoring System (CVSS) and others.
Q2. Many of you have discussed the need for new internet protocols to be built on 

the concepts of security, authentication, and attribution. What parties would 
help develop and implement these protocols and what would their roles be? Who 
would use these new protocols and would multiple protocols diminish the utility 
of the internet?

A2. As mentioned in my testimony, government cannot by itself mandate changes 
in underlying infrastructure technologies (Ex. IPv6). DARPA, NSA, NSF, and the 
research elements supported by the Comprehensive National Cyber Initiative all 
should be working to research and develop new capabilities. These could be re-
searched, designed, implemented, piloted, and ultimately become operational on 
DoD and Intelligence networks, where attack attribution is far more important. 

New protocols based on the above research should be introduced through the 
IETF, as this process is the most likely to encourage commercial acceptance and de-
ployment into worldwide networks. For security standards or algorithms, NIST is 
the appropriate agency. 

As for using multiple protocols, we’ve done this for decades with considerable suc-
cess. The challenge is to make sure that different protocols complement each other 
rather than cause uncertainly, confusion, and even counter productivity. The way 
to reduce this risk is to make sure the standards development processes are not 
done in isolation as has frequently happened in the past.
Q3. Please discuss how the level of confidence can have an impact on the utility of 

attack attribution. Please relate the level of confidence to the spectrum of avail-
able responses including diplomatic, economic, cyber, and kinetic.

A3. If we have a legally meaningful level of confidence in attack attribution then 
the utility of this goes beyond mere attribution, as some would-be attackers will be 
deterred by the ramifications of that attribution. We should have fine-grained con-
trol over what level of identification and authentication we require before access is 
granted. This in turn will give us control over the level of confidence we have in 
attribution. Perhaps for a low value target we would just accept that it’s going to 
be attacked and not bother so much with attribution. 

The level of confidence one can have using attack attribution technologies varies 
dependent on the:

1. Type of hardware the attack is emanating from,
2. Specific operating system and application software in use,
3. Level of user authentication used on that system,
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4. Internet protocols, including security protocols such as IPSEC, and
5. Cooperation from the Internet Service Providers (ISPs)

If the identity of the individual is required, that is harder than just knowing the 
machine from which the attack is emanating, and that, in turn, is much harder 
than knowing the geo-location of the that machine. As mentioned in my testimony, 
trying to pinpoint the exact individual who is willfully committing the attack cannot 
be done with a high level of confidence due to problems with the security on the 
system the attack is emanating from. 

Consideration of all the above attributes will be required to obtain a level of con-
fidence suitable for the appropriate diplomatic, economic, cyber, and kinetic re-
sponse. A diplomatic response such as a formal state department demarche does not 
appear to be much of a deterrent at all, as countries like China and Russia will sim-
ply deny it. Economic responses could be very valuable, but will require an inter-
national approach which does not impinge on the individual nation state sov-
ereignty. Cyber responses are certainly unclear as to their effectiveness, especially 
since the U.S. is the most dependent on cyber and has the most to lose in a cyber 
conflict. Finally, a kinetic response of course escalates any cyber attack to a much 
higher level conflict and cannot be done without absolute certainty of where the at-
tack is coming from. Even then, I doubt there would be much national or inter-
national support for such an action and this response should be avoided. 

Lastly, in answering this question, it is important that research & development 
be done in all the five areas listed above as advances in these areas will both stop 
some attacks and deter others. DARPA, NSF, NIST, and NSA all have a role in ac-
complishing this.

Questions submitted by Vice Chair Ben R. Luján

Q1. The Fourth-generation of cellular wireless network standards being developed 
uses the internet protocol suite and would extend the internet to cellular devices. 
What are the implications of this 4G standard for this discussion on privacy and 
attribution?

A1. There has been an explosive growth in the availability of location databases 
that associate building and emitter identifiers (IDs) with geographic coordinates. 
While these capabilities are assisting in solving the attribution problem, they are 
also enhancing criminal activity and adversely impacting our personal privacy and 
national security. This is especially troublesome since the data is (primarily) in the 
hands of private and frequently multinational corporations. 

Examples of these data bases include information about 4G cell phones & PDAs, 
IP addresses, WiFi and WiMax emitters, cell towers, routers, gateways/points of 
presence, physical addresses, among others. Additional clues to location can be de-
rived from the above plus timing calculations and measurements within data and 
voice traffic. 

These data bases exist in many different forms today and are perpetually up-
dated, some in real-time. Furthermore, these data bases are held in the hands of 
multiple distinct parties, including:

1. Classified government data bases
2. Private commercial data bases (e.g., cell phone, PSTN, ISP, and utilities),
3. Open-source data bases (e.g., Internet registrars, Google Maps),
4. Unclassified (but sensitive) government data bases, and
5. Foreign government or foreign corporate data bases.

For example, the above data bases can be correlated and combined to discern co-
ordinates for various scenarios, such as tracking individuals in real-time by over-
laying their current position on a satellite image or street view to follow their every 
movement and make notes of where they went, at what time, who they met with, 
who they emailed or phoned, what they purchased, and so on. As mentioned in my 
testimony, these capabilities pose both an opportunity to do attribution when we 
need it, but a potentially catastrophic vulnerability when it is used for foreign cyber 
attacks, corporate espionage, criminal activity, and, potentially, terrorism.
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ANSWERS TO POST-HEARING QUESTIONS 

Responses by Mr. Marc Rotenberg, President, Electronic Privacy Information Center

Questions submitted by Chairman David Wu

Q1. Information sharing is critical for success in cyber security, whether it supports 
attribution of attacks of awareness of vulnerabilities. How important is it to 
have common nomenclature, common metrics, and standard sharing methods 
for success in information sharing? How should these different elements be de-
veloped, which government agencies should be involved, and what roles should 
they play throughout the process?

A1. There are technical standards that enable data exchanges but it is critically im-
portant to keep in mind that there are also legal standards that help ensure trust 
and confidence in the collection and use of personal information by the Federal Gov-
ernment. This problem is already clear in the use of ‘‘cookies,’’ i.e. persistent identi-
fiers, by government agencies in the management of Federal web sites. 

The Federal Privacy Act sets out a framework for all Federal Government agen-
cies collecting and using the personal information of American citizens. That frame-
work embodies a set of principles that any new Federal attribution system is bound 
to adopt. The Privacy Act limits most agencies to maintain records of individuals 
only which are ‘‘relevant and necessary’’ to accomplish specific purposes derived 
from statute or executive order. 

More generally, the framework prioritizes the individual citizen’s right to request 
and view all government records about him or her that do fall under a set of specific 
statutory exemptions, and for that citizen to sue the government for violations of 
the statute. 

Clearly, there is a need to strengthen the application of Privacy Act across the 
Federal Government. The original draft bill considered by Congress contemplated an 
independent Federal privacy agency to oversee enforcement of the Act. We would 
still favor this approach. Short of new legislation, the OMB should play a more ac-
tive role ensuring compliance with Privacy Act provisions.
Q2. Many of you have discussed the need for new internet protocols to be built on 

the concepts of security, authentication, and attribution. What parties would 
help develop and implement these protocols and what would their roles be? Who 
would use these new protocols and would multiple protocols diminish the utility 
of the internet?

A2. The ideal security model for new Internet protocols should focus on end-to-end 
encryption and dynamic addressing instead of attribution and surveillance. End-to-
end encryption translates data into a secret code, thereby protecting it from the mo-
ment it leaves the sender computer until the moment it is received by the intended 
recipient computer (and decoded). This kind of comprehensive encryption is essen-
tial for protecting personal data that travels over vulnerable channels, such as the 
public Internet. 

Dynamic addressing serves a similar purpose in a different way. The term refers 
to Internet Protocol (IP) addresses, which computers use to direct bits of data across 
the web. There are two ways to assign IP addresses. A dynamic addressing system 
assigns each computer a random selection from a preselected pool of addresses. A 
static addressing system assigns each computer a single, permanent address. The 
latter is based on the same philosophy as attribution systems, and shares its inher-
ent flaws. 

The most recent version of widely used Internet Protocols is IP version 6 (‘‘IP 
v.6’’). IP v. 6 enables, but does not require, network administrators, IT professionals 
who run individual networks for companies and other large organizations, to use 
static addressing. This could create new risks to users. Permanently tracing person-
ally identifiable online conduct to individual users serves to provide hackers addi-
tional targets. Alternative protocols can take advantage of IPv6 functionality while 
minimizing the privacy risk. 

There are numerous organizations that can assist in developing and implementing 
protocols that reflect a more resilient, open approach to internet security that rely 
on end-to-end encryption and dynamic addressing. I would recommend the Internet 
Engineering Task Force, the Internet Architecture Board, and the Internet Corpora-
tion for Assigned Names and Numbers (ICAAN).
Q3. Please discuss how the level of confidence can have an impact on the utility of 

attack attribution. Please relate the level of confidence to the spectrum of avail-
able responses including diplomatic, economic, cyber, and kinetic.
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A3. Attribution programs do not prevent highly skilled attackers from remaining 
anonymous. They do create vulnerable repositories of personally identifiable infor-
mation, but only for those Internet users who are not trained in frustrating attribu-
tion systems. In fact, these repositories would soon become tempting new targets for 
the hackers who are outside the attribution system. 

Furthermore, the National Academy report that I cited in my testimony said, ‘‘It 
is not known how much the smooth operation of society depends on such things, or 
on the assumption that they are possible. There is a risk, however, that they would 
be lost, or at least significantly impaired, if a broadly used nationwide identity sys-
tem came into existence.’’

Again, current schemes of attribution are inherently limited, which significantly 
diminishes the levels of confidence we can invest in them. Still, one useful mecha-
nism of attribution is called Domain Name System Security Extensions, or 
DNSSEC. DNSSEC reduces the risk of phishing by focusing attribution efforts on 
authenticating websites. That is a distinctly different approach than tracking indi-
vidual users, and in 2008, the Electronic Privacy Information Center endorsed this 
approach in administrative comments relating to ICANN’s adoption of DNSSEC for 
websites ending in ‘‘.org’’ (the .ORG Domain). 

‘‘Phishing’’ is a hacker term for malicious websites that pose as legitimate ones 
to fraudulently acquire sensitive information about Internet users. The primary 
mechanism DNSSEC uses to prevent phishing is a new form of authentication built 
into the Domain Name System. The Domain Name System translates the computer 
language identifiers for Internet addresses into language human users understand. 
DNSSEC adds a level of security to this process by requiring sites to use digital sig-
natures. Digital signatures are mathematical messages which allow the users’ com-
puter to discern whether or not the site is the one it claims to be or instead a fraud-
ulent intruder. 

Beyond bounded approaches like DNSSEC, the Federal Government probably not 
design diplomatic, economic, cyber, and kinetic approaches to foreign policy around 
the attribution systems currently available. They are not very reliable, and suffers 
from the limitations I’ve described in my testimony and in response to questions.
Q4. Are there any other thoughts or issues you would like to share with the Com-

mittee on attack attribution and cybersecurity?

A4. Cyber security is a transnational problem that requires resilient solutions. The 
primary function of a national attribution system, in the abstract, would aim to 
solve more problems than it creates by extending the range of our country’s foreign 
policy tools and domestic policing techniques. In practice, however, available sys-
tems can yield ambiguous results at best, which will frustrate security efforts in-
stead of bolstering them. 

Moreover, there are fundamental privacy rights at stake. Building the capacity to 
track American citizens has always been two-edged. Large scale, preventative sur-
veillance invites abuse. In this case, it invites the malicious users we are fighting 
to participate in the abuse. Cyber attackers can operate outside of any available at-
tribution system, and use our system against us. 

Invariably, solving one problem in the cyber security field will create a new prob-
lem. A smart strategy must anticipate this dynamic.

Questions submitted by Vice Chair Ben R. Luján

Q1. The Fourth-generation of cellular wireless network standards being developed 
uses the internet protocol suite and would extend the internet to cellular devices. 
What are the implications of this 4G standard for this discussion on privacy and 
attribution?

A1. As mobile phone companies such as Verizon and AT&T Mobility transition to 
the 4G wireless standard, there is the possibility that the ‘‘Internet of things’’—fa-
miliar communications devices, such as cell phones, as well as many objects, such 
a refrigerators, identity cards, and clothing—will become uniquely identifiable and 
locatable. 

Some may favor this capability because it will make possible new forms of real-
time attribution. But for the determined attackers, it will also create new opportuni-
ties to conceal identity and to turn the techniques of attribution against us. Robust 
security systems should not rely on the perfectibility of attribution.

Æ
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